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ARTIFICIAL NEURAL NETWORK MODEL  
FOR PREDICTING AIR POLLUTION. 

CASE STUDY OF THE MORAVICA DISTRICT, SERBIA 

An example of artificial neural network model for predicting air pollution has been presented. The 
research was conducted in Serbia, the Moravica District, on the territory of two municipalities (Lučani 
and Ivanjica) and the town Čačak. The level of air pollution was classified by a neural network model 
according to the input data: municipality, site, year, levels of soot, sulfur dioxide (SO2), nitrogen diox-
ide (NO2) and particulate matter. The model was evaluated using a lift chart and  a root mean square 
error (RMSE) has been determined, whose value was 0.0635. A multilayer perceptron has also been 
created and trained with a back propagation algorithm. The neural network was tested with the data 
mining extensions (DMX) queries. The results have been obtained for air pollution based on new input 
data that can be used to predict the level of pollution in future if new measurements are carried out. 
A web-based application was designed for displaying the results. 

1. INTRODUCTION 

Air is one of the most important segments of the environment which , with the 
expansion of industry, has become contaminated with noxious ingredients that are 
harmful primarily for man and for his environment. Air pollution have thus become a 
serious environmental problem, especially in the urban areas because of the impact on 
the physical and mental health [1, 2]. Numerous sources of air pollution depending on 
the type of pollutants affect human health, especially the health of the most vulnerable 
parts of the population (pregnant women, children, old and sick people). 

The research deals with prediction of air pollution level using neural networks 
similarly as in the study reported in [3, 4] where the impact of air pollution on health 
and mortality has been determined. A large number of studies report on the analysis of 

 _________________________  
1University of Kragujevac, Faculty of Technical Sciences Čačak, Svetog Save 65, 32000 Čačak, Serbia, 

corresponding author M. Blagojević, e-mail address: marija.blagojevic@ftn.kg.ac.rs 



130 M. BLAGOJEVIĆ et al. 

 

air pollution [3–5] and the use of artificial neural networks for these purposes [6– 9]. 
Adams et al. [6] used neural networks for detecting air pollution exposure during 
walking or cycling trips. McCreddin et al. [7] developed an artificial neural network, 
Monte Carlo simulation, and other models to predict 24 h personal exposure to PM10. 
In contrast to other papers, in this study neural networks were used independently to 
predict and classify the level of air pollution. Like Vakili et al. [8], we used multilayer 
perceptron with evaluation through the computation of root mean square error (RMSE). 
The knowledge that is obtained by applying neural network is the basis for creating 
a knowledge base (cf.  [9]). 

The Institute of Public Health in Čačak, Serbia has been monitoring the air quality 
in the area of the Moravica District for a number of years. Air quality control includes 
systematic monitoring of emission of basic and specific pollutants originating from 
stationary sources. It is conducted on a daily basis and includes the determination of 
daily concentrations of sulfur dioxide (SO2), soot (black smoke) particles, nitrogen 
dioxide (NO2) and total particulate matter. Soot, i.e., black smoke is produced by 
burning fossil fuels. These are fine, small particles of the size of about 5 µm which float 
in the air and behave like a gas. Soot contains toxic and carcinogenic substances and 
can accumulate bacteria. All these components easy penetrate and damage the 
respiratory system. Total particulate matter are pieces of solid fuel, ash and street dust 
which fall to the ground due to its weight. The effect on the organism depends on their 
origin and chemical composition, size and shape of the particles, contamination by 
microorganisms and heavy metals. 

Air quality control is performed in order to determine: 
 impact of sources of air pollution on the properties of air, 
 degree of air load with pollutants, 
 deviations of mechanisms of propagation of air pollution from its allowed level, 
 insight into physicochemical and chemical processes influencing the 

transformation of primary pollutants, 
 effect of the measures taken to prevent and/or reduce air pollution, 
The aim of this study refers to determining the possibilities for application of 

artificial neural networks to predict the level of air pollution on the basis of input 
parameters. Moreover, users will be able to get insight into air pollution level based on 
new input data through the creation web-based application. 

2. EXPERIMENTAL 

Study area. The Moravica District is located in the western part of Central Serbia 
(Fig. 1). It consists of three municipalities: Lučani, Ivanjica and Gornji Milanovac and 
the town of Čačak (which is the administrative center of the Moravica District). 
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According to the 2011 census [10], Moravica District has the population of 212 149 and 
covers the area of 3016 km2. 

 
Fig. 1. Location of the Moravica District, Serbia ([11, 12]) 

The Moravica district has a developed agriculture, interesting tourist offer, high 
education and scientific institutions, favorable climate and environmental activities for 
the production of healthy food and good personnel potential. The climate of this part of 
Serbia is moderate continental. The average annual temperature is 10.47 °C. The coldest 
month is January with an average air temperature of –1.2 °C. The warmest month is 
July, with an average air temperature of 21 °C, so that the annual temperature amplitude 
is 22.2 °C. Central vegetation temperature is 16 °C, which is extremely favorable for 
the development of agriculture. The data used in this research was collected by the 
Institute of Public Health in Čačak, Serbia [17]. 

Sampling and measurements. The Institute of Public Health in Čačak, Serbia has 
continuously been measuring and analyzing the air pollution in Moravica District since 
2005. Air sampling was conducted at the measuring points that are not directly exposed 
to the source of air pollution at the height of 1.5–10 m from ground level. The 
distribution of the measurement points depended on their location, layout and types of 
sources of pollution, population density, geography of terrain and weather 
conditions.Soot concentration was measured by the reflectometric method [13]. SO2 and 
NO2 concentrations were determined by spectrophotometric method [14, 15]. 
Particulate matter was measured by the method presented by Ramzin [16]. 

3. CREATION OF THE NEURAL NETWORK MODEL 

The steps of creation of the artificial neural network model include: data selection, 
data preprocessing,  modelling of neural network and testing the network through  the 
data-mining extensions (DMX) queries.  
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3.1. DATA SELECTION AND PREPROCESSING 

Table 1 shows the annual mean concentrations of air pollutants (SO2, NO2, soot 
and particulate matter) for ten measuring points in the Moravica District: 5 in Čačak, 
3 in Ivanjica and 2 in Lučani. Limit and tolerable concentrations per year in Serbia 
(according to [18]), as well as the coordinates of each sampling site are also presented 
in the table. Various countries in Europe have different limit values for given 
pollutants, however for the soot particles, no limit concentrations have been 
established in the EU [19] so far. 

T a b l e  1 

Mean annual concentrations of air pollutants at 10 locations 

Location Site 
Coordinates Soot 

[µg/m³]
SO2 

[µg/m³]
NO2 

[µg/m³]

Particulate 
 matter 

[g/(m3·day)] 

Air 
pollution 

level [N] [E] 

Čačak 1 43°53ʹ32.0 20°21ʹ01.2 24.38 25.73 48.78 121.82 2 
Čačak 2 43°53ʹ33.9 20°22ʹ01.1 20.24 17.1 27.14 94.51 1 
Čačak 3 43°53ʹ32.0 20°21ʹ58.2 32.12 24.75 27.1 267.63 2 
Čačak 4 43°54ʹ10.4 20°20ʹ40.7 23.21 14.83 – 128.34 1 
Čačak 5 43°53ʹ38.9 20°20ʹ42.0 34.05 33.42 – 87.39 1 
Lučani 1 43°51ʹ32.1 20°08ʹ09.7 13.27 17.71 – 228.16 2 
Lučani 2 43°51ʹ40.9 20°08ʹ50.0 – – – 192.14 1 
Ivanjica 1 43°35ʹ22.9 20°13ʹ32.6 29.82 13.63 – 134.63 1 
Ivanjica 2 43°34ʹ31.6 20°14ʹ14.8 35.05 19.67 – 101.93 1 
Ivanjica 3 43°34ʹ52.4 20°13ʹ47.8 44.87 22.08 – 131.42 1 
Limit value in Serbia [11] 50  50 40 200 µg/m³  
Tolerable value in Serbia [11] 75  50 60 –  

 
 
Air pollution level is defined according to the Law on Air Protection in Serbia [20]. 

According to the prescribed limit and tolerable values, the following air pollution 
categories have been determined: 

1. I category – clean or slightly polluted air where limit values are not exceeded for 
any pollutant. 

2. II category – moderately polluted air where limit values are exceeded for one or 
more pollutants, but the tolerable values are not exceeded for any pollutant. 

3. III category – heavily polluted air where tolerable values for one or more 
pollutants are exceeded. 

Data do not require special preprocessing and transformation because they are given 
in a suitable form for further analysis. 
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3.2 MODELLING, EVALUATION AND TESTING THE NEURAL NETWORK 

A multilayer perceptron, which is one of the back-propagation neural networks, has 
been applied. It is a multilayer algorithm, and learning has been monitored. The back-
propagation training algorithm has been used. The neural network algorithm is used to 
create a network that, in this study, can contain three layers of neurons: an input layer, 
a hidden layer (which is optional), and an output layer.  

 Input layer (34.02.07 in ISO/IEC 2382-34:1999 [21]) defines all the input 
attribute values for the data mining model. Besides  the soot, SO2, NO2 and particulate 
matter concentrations, the input values for the model are: year, municipality and 
measuring site. 

 Hidden layer (34.02.10 in ISO/IEC 2382-34:1999, [21]) contains neurons which 
receive input from the input layer and forward them to the output layer. In this layer, 
weights are assigned to input neurons. 

 Output layer (34.02.08 in ISO/IEC 2382-34:1999, [21]) contains neurons which 
represent the attribute values that we are predicting. In the approach used here, air 
pollution level is the output from the network. Figure 2 shows the structure of the neural 
network used. 

 
Fig. 2. Structure of the neural network 

For the model evaluation, 30% of data for testing and 70% of data for training the 
neural network were used. The model was trained with the data obtained from the 
Institute of Public Health in Čačak, while it should be tested with new data that had not 
been used during training. New data could be collected in the coming years. Also, a lift 
chart was used to perform the evaluation here. A lift chart is a method of visualizing the 
improvement obtained by using the data from the analysis of the data model as 
compared to the randomly selected results. 
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For the evaluation purposes, the root mean square error (RMSE) has been used  
according to [22]. 
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where ti is the calculated output that the network gives, oi is the real output for the case i, 
and n is number of cases in the sample. 

For the  validation of the neural network model we also used cross validation by 
which the training and testing of the classifiers was performed. It is a model validation 
technique for assessing how the results will generalize to an independent data set. One 
round of cross-validation involves partitioning a sample of data into complementary 
subsets, performing the analysis on one subset (called the training set), and validating 
the analysis on the other subset (called the validation set or testing set). 

Testing the neural networks was conducted via data mining extensions (DMX) 
query [23]. The aim of using the DMX query was related to creating queries against the 
model in order to obtain the desired results, and an answer to the research questions was 
obtained. Here, the goal was to obtain the predicted probability of access to certain 
modules. DMX queries can be created within the Microsoft Visual Studio 2008 using a 
wizard, or queries could be written directly within the Microsoft SQL Server 
Management Studio 2008 after the selection of models and types of queries. We used 
singleton queries for the predictions. 

4. RESULTS AND DISCUSSION 

The value of the root mean square error was 0.0635. When the RMSE < 1, the model 
is useful. Lower RMSE values indicate more accurate models than the unintelligent 
predictor. The RMSE presents a relation between the total error of the model and its 
unintelligent predictor (which always predicts the mean value of the output). Figure 3 
shows the lift chart for this study. The ideal line is a straight one, while the partly curved 
line indicates the actual accuracy of the predictions. Based on the chart, we can analyze 
the accuracy of the created models.  

It can be concluded that 82% of the total population  used to test the created data-
mining model accurately predicted 72.73% of cases. Bearing in mind that the ideal 
model predicted 82% of correct cases out of the 82% of the population, the created 
model had a deviation of 9.27% from the ideal model. For this reason, the created model 
can be regarded a fairly accurate one. The value of 92% score is significant when two 
or more models are created and compared (which was not the case in this study). 
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Fig. 3. Lift chart for the neural network model: ideal model – straight line, score 0.92,  

population correct 72.73%; air – line curved for the population higher than 64%, 
population correct 82.00% 

The data set was divided at random into a set of K distinct sets. Training was 
performed on K – 1 set and the remaining set was tested. This was repeated for all of 
the possible K training and test sets. Average of all K results were the classification 
results. Testing of the neural network was conducted through the DMX singleton 
queries. The presented query gave the possibility of entering new input parameters, for 
which the neural network needed to assess the degree of contamination. Input data were 
examples of new data that would be measured in the coming years. The created neural 
network was tested through this approach. 

In this case, for the measuring point 1 in Čačak for the year 2017 and for the given levels 
of measured parameters of air pollution, the obtained result was 2. This means that it was 
estimated that the contamination will be of moderate intensity. Predictions for the other 
measuring points could be made in a similar way. The first query uses the function Predict. 
In the above query new data, which was not available to the model during the phase of 
training, was entered. Values of 20.24, 34, 54,3 and 190 for soot, SO2, NO2 and particulate 
matter respectively were entered. Apart from the mentioned query, queries which use the 
PredictHistogram function were utilized. In this case, the input data were the measuring 
point 2 in the municipality of Lučani in 2017 with the given levels of air pollutants: 15 for 
soot, 46 for SO2, 30.1 for NO2 and 125 for particulate matter.   

The pollution level obtained for the given input data and PredictHistogram function 
was 1 (no air pollution). A set of additional data was also obtained: 

 support: the number of cases that support this result – 36, 
 probability: probability that air pollution will be 1 for the given input data 97,4%. 
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Fig. 4. System architecture [24] 

 
Fig. 5. Display of the user interface 
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The presented queries are only part of queries for created neural network model 
which show the options that customers can use within the tests. With the entry of new 
data neural network predicts the level of air pollution with satisfactory accuracy. 

Besides the displayed query, the Web-based application was created for the target 
group of end users who may be persons with basic knowledge and skills in information 
technology. It was necessary to ensure that these end users can obtain their results 
through a simple form, without the knowledge of neural networks and DMX queries. 
The application was developed in the .NET programming environment, using the 
program language C#. The application was connected to the Microsoft SQL service 
for analysis through the ADOMD.NET. The ADOMD.NET is an environment of 
Microsoft.NET that enables communication with Microsoft SQL services for analysis. 
Figure 4 shows the application architecture which is similar to the one in the research 
by Blagojević and Micić [24]. Figure 5 shows the appearance of the user interface, 
and also one use case) with input variables and a result. The user enters the values for 
input attributes. By pressing the Analysis button, the results for air pollution are 
presented. 

5. CONCLUSION 

 The significance of the application of neural networks is reflected in the 
universality of access, relatively good accuracy of predictions and possible expansion 
of the model. 

 The created neural network has satisfactory accuracy and the web-based 
application can be used for obtaining the level of air pollution for given input 
parameters. 

 The advantage of the proposed approach is the possibility of testing the neural 
network with new data owned by users. A significant advantage of the proposed model 
is that it can be expanded to include more air pollutants and other input parameters 
and that the application, in addition to being simple to use and able to be used by an 
average PC user, enables the integration of new DMX queries. 

 Shortcomings of the application, related to tutorials and the improvement of 
visualization of results, will be removed during the future work. In addition, inclusion 
of other data on mining techniques is planned to predict air pollution . 
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