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Abstract

The relationships between eigenvalues and eigenvectors of a product graph and those of its
factor graphs have been known for the standard products, while characterization of Laplacian
eigenvalues and eigenvectors of the Kronecker product of graphs using the Laplacian spectra and
eigenvectors of the factors turned out to be quite challenging and has remained an open problem
to date. Several approaches for the estimation of Laplacian spectrum of the Kronecker product
of graphs have been proposed in recent years. However, it turns out that not all the methods are
practical to apply in network science models, particularly in the context of multilayer networks.
Here we develop a practical and computationally efficient method to estimate Laplacian spectra
of this graph product from spectral properties of their factor graphs which is more stable than
the alternatives proposed in the literature. We emphasize that a median of the percentage errors
of our estimated Laplacian spectrum almost coincides with the z-axis, unlike the alternatives
which have sudden jumps at the beginning followed by a gradual decrease for the percentage
errors. The percentage errors confined (confidence of the estimations) up to £10% for all consid-
ered approximations, depending on a graph density. Moreover, we theoretically prove that the
percentage errors becomes smaller when the network grows or the edge density level increases.
Additionally, some novel theoretical results considering the exact formulas and lower bounds
related to the certain correlation coefficients corresponding to the estimated eigenvectors are
presented.

Keywords— Kronecker product of graphs, Estimated Laplacian eigenvalues and eigenvectors of graph
product

1 Introduction

Many real-life interactions throughout nature and society, such as protein-protein interaction networks @],
connections among image pixels E], Internet social networks [3], the evolution of a quantum system [4] etc.,
could be naturally described and represented in the context of large networks. However, the properties of
such large networks can not be easily determined because of a large computational complexity of methods
and algorithms performed on their corresponding graph matrices. Fortunately, large networks are often
composed of several smaller pieces, for example motifs ﬂa], communities ﬂa], or layers ﬂﬂ] In this case, by
using the properties of these smaller structures, we can determine the properties of large networks obtained
by using some operations B, ] In graph theory there are three fundamental graph products which refer
to the large network’s construction from two or more small graphs: Cartesian product, Kronecker (direct)
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product, and strong product. In each case, the product of graphs G and H is a graph whose vertex set is the
Cartesian product V(G) x V(H) of sets, while each product has different rules for edge creation. Computer
science is one of the many fields (such as mathematics and engineering) in which graph products, with their
own set of applications and theoretical interpretations, are becoming commonplace. As one specific example,
large networks such as the Internet graph, with several hundred million hosts, can be efficiently modeled
by subgraphs of powers of small graphs with respect to the Kronecker product m] More recently, graph
products have also began to appear in network science, where multiplication of graphs are often used as a
formal way to describe certain types of multilayer network topologies ﬂ] ﬂﬂ] ﬂﬂ] Products of graphs that
make use of spectral methods have also found important applications in interconnection networks, massively
parallel computer architectures and diffusion schemes ﬂﬂ]

It was recognized in about the last twenty years that graph spectra have many important applications in
various areas, especially in the fields of computer sciences (see, e.g., ﬂﬂ] ﬂﬁ]), such as Internet technologies,
computer vision, pattern recognition, data mining, multiprocessor systems, statistical databases and many
others. One of the important questions to be addressed in this area, and which have been studied extensively
by many researchers, is how to characterize spectral properties of a product graph using those of its factor
graphs. Relationships between spectral properties of a product graph and those of its factor graphs have been
known for the spectra of degree and adjacency matrices for all of the three products, as well as the Laplacian
spectra for Cartesian product HE] Results describing the adjacency matrix and its spectra of the product
graphs can be also found in ﬂﬁ] and HE], while a complete characterization of the Laplacian spectrum of the
Cartesian product of two graphs has been done by Merris HE] In the paper M], the authors tried to exploit
the benefits of the Kronecker graph representation, which is used as a replacement for the multilayer network.
However, they had to face an open problem, because the Laplacian spectrum of the Kronecker product of
two graphs graphs can not be characterized by using the Laplacian spectra of the factors. In ], the authors
gave the explicit complete characterization of the Laplacian spectrum of the Kronecker product of two graphs
in some particular cases. Since it seems that an explicit formula can not be obtained for the general case, in
ﬂﬁ] the authors developed empirical methods to estimate the Laplacian spectra of the Kronecker of graphs
from spectral properties of their factor graphs.

In this paper we develop an alternative practical method for an estimation of the the Laplacian spectrum
and eigenvectors of the Kronecker (direct) product of two graphs. We noticed that estimated eigenvalues and
eigenvectors of these approximations express different behavior depending on the type of network topology.
The effectiveness of the proposed methods are evaluated through numerical experiments, where experiments
are performed on three types of graphs: Erdés-Rényi, Barabasi-Albert and Watts-Strogatz, while the edge
density percentage is varied over 10%, 30%, and 65%. In order to see whether, our novel approximation
or the one proposed by Sayama in HE], is more suitable for the original eigenvalues and eigenvectors, we
compare them in the following two ways. First, we give an empirical and some theoretical evidence that the
Kronecker product of eigenvectors of normalized Laplacian matrices of factor graphs can be also used as an
approximation for the eigenvectors of Laplacian matrix of Kronecker product of graphs. It can be done by
comparing the correlation coefficients that correspond to the approximated vectors for both approximation
in regard to different types and edge density levels of graphs. Then, in order to test how close the estimated
to the original eigenvalues of Laplacian of the Kronecker product of graphs for both approximations are,
the difference between them in terms of a distribution of percentage errors is reported. We show that a
distribution of percentage errors between novel estimated and original spectra is more stable than the error
obtained for the Sayama’s spectrum and it is almost uniformly distributed around 0, all in the case of Erdos-
Rényi and Watts-Strogatz random networks. It is also noticed that both approximations produced reasonable
estimations of Laplacian spectra with percentage errors confined within a £10% range for most eigenvalues,
with a small variations depending on the type and edge density levels of random networks. Moreover, we
theoretically prove that the percentage errors become smaller when the network grows or the edge density
level increases for Erdds-Rényi random networks. In the case of Barabasi-Albert random networks, similar
number of jumps in the graphs of percentage errors distribution is noticed for the both proposed estimated
spectra.

The remainder of our paper is organized through the following sections. In Section 2 we will explain
the motivation and assumptions for our alternative approach developed for the estimation of the Laplacian
eigenvalues and eigenvectors of the Kronecker product of graphs. Moreover, in subsection 2.1 we recall
some results and techniques used in HE] and provide a proof that all estimated eigenvalues proposed by



Sayama are nonnegative. In subsection 2.2 we introduce the Kronecker product of eigenvectors of normalized
Laplacian matrices of factor graphs as a potential approximation for the actual eigenvectors the Laplacian
matrix of Kronecker product of graphs and by using them we get the formula (B for estimating the Laplacian
spectra of Kronecker product of graphs. In Section 3 we report a behavior of the estimated eigenvalues and
eigenvectors (for both approximations) compared to the original ones with regard to the different types of
graphs and different edge density levels. The comparison between estimated and original spectra has been
done by calculating the percentage error, while the correlation coefficients are used to express the difference
between eigenvectors. In subsection 3.1.2 we provide some new theoretical results related to the correlation
coeflicients that correspond to the estimated vectors for both approximation and give certain explanation
why the Kronecker product of eigenvectors of normalized Laplacian matrices of factor graphs can be used
as suitable approximation for the actual eigenvectors the Laplacian matrix of Kronecker product of graphs.
In Theorem [0 and Theorem 2] we provide exact formulas for the certain correlation coefficients and the
expected values of the correlation coefficients, respectively, corresponding to the eigenvectors proposed in
ﬂﬁ] From the formulas for the correlation coefficients follow that they depend only on the degrees of one
of the factor graphs and hence they are mutually equal. According to the expected value of the previous
correlation coeflicients obtained by Theorem 2] and the inequality given by Theorem El we obtain that the
correlation coefficients corresponding to our estimated vectors in some cases can be greater than the coefficient
correlations corresponding to the eigenvectors proposed in HE] Finally, using Theorem Bl we give a theoretical
explanation of why the estimated eigenvalues for the random graphs become more accurate to the real values
when the network grows or the edge density level increases. The paper concludes with a summary of key
points and directions for further work. We also point out that these approximations could have a very
important application in learning models based on multilayer networks. @]

2 Proposed methods

Before describing the proposed methods, we provide definitions for concepts used throughout the paper. By
G = (Vi, E¢) we denote a simple connected graph (without loops and multiple edges), where Vg is the set
of vertices and Eg C (VQG) is a set of edges of G. The adjacency matrix A for a graph G with IV vertices is an
N x N matrix whose (i, j) entry is 1 if the é-th and j-th vertices are adjacent, and 0 if they are not. A number
of the vertices N of a graph G is called the order of a graph G. A vertex and an edge are called incident, if
the vertex is one of the two vertices that the edge connects. The Laplacian matrix of the adjacency matrix
A is defined as L = D — A where D is the degree matrix of A (degree matrix is a diagonal matrix where
each entry (i,1) is equal to the number of edges incident to i-th vertex). The normalized Laplacian matrix is
definedas £L=D"3LD"% =[—D"3AD~%. Let G = (Ve, E¢) and H = (Vy, Ef) be two simple connected
graphs.

Definition 1 The Kronecker product of graphs denoted by G @ H is a graph defined on the set of vertices
Ve x Vi such that two vertices (g, h) and (¢',h') are adjacent if and only if (g9,9’) € Eg and (h,h') € Ey.

The Kronecker product of an N x N matrix A and a M x M matrix B is the (NM) x (NM) matrix
A ® B with elements defined by (A® B)r.jy = Ai jBr, with I = M(i—1)+kand J=M(j—1)+1.

In the rest of this section we discuss the spectral decomposition of the Laplacian of the Kronecker product
of graphs from those of its factor graphs. Because it seems that such an explicit formula does not exist, we
need to apply some approximations in order to obtain the estimated eigenvalues and eigenvectors.

2.1 Estimation of Laplacian spectrum of Kronecker product graph by using the
Kronecker product of Laplacian eigenvectors of factor graphs

In the following section we will explain the motivation and assumptions from ﬂﬁ] for the proposed approxi-
mation and show some of their properties. The Laplacian of the Kronecker product of graphs is given by the



following

Ls,gs, = Ds,es, — As @5,
= (Ds, ® Dg,) — (As, ® As,)
= Ds, ® Ds, — (Ds, — Ls,) ® (Ds, — Ls,)
=Ls, ®Dg, +Ds, ® Lg, — Lg, ® Lg,,

where Ag, and Ag, are the adjacency matrices and Dg, and Dg, are the degree matrices of graphs S; and
Sa, respectively, where |S1| = ny and |S2| = na. The idea of the proposed approximation is to assume that
wf ''® sz 2. where wZS ' and wj?* are arbitrary eigenvectors of Lg, and Lg, respectively, could be used as a
substitute for the true eigenvectors of Lg,gg,. A motivation for this assumption came from the fact that
the Laplacian spectra of the Kronecker product of graphs resemble those of the Cartesian product of graphs
when either factor graph is regular ] Let Wg, and Ws, be n1 x n; and na X ng square matrices that
contain all wS1 and w?? as column vectors, respectively. By making (mathematically incorrect) assumption

J
that Ds, Ws, = Wg, Dg, and Dg,Ws, =~ Wg,Dg, it can be obtained that

L51®52 (WSI ® W52) = L51W51 ® D52W52 + D51W51 ® L52WS2 - LS1W51 02y LS2WS2

~Ws,As, ® Ws,Dg, + Ws, Ds, @ Ws,Ag, — Wg,Ag, @ Ws,Ag, (1)
= (WSI ® WS2)(AS1 ® DSQ + DSI ® ASQ - Asl ® ASz)?

where Ag, and Ag, are diagonal matrices with eigenvalues uf ' of Lg, and u% of Lg,, respectively. From the
last equation, estimated Laplacian spectrum of S; ® Ss could be calculated as

NP T s (2)

where d-S ! and d52 are the diagonal entries of the degree matrices Ds1 and Dg,, respectively.

S
iz = {1

Here we note that the orderings of w; 51 and wfz (and hence p; 51 and qu) are independent of the vertex
orderings in Dg, and Dg,, respectively. T his can help in reducing the mathematical inaccuracy arising from
the mentioned incorrect assumptions by finding optimal column permutations of Ws, and Wg, (influencing

Ag, and Ag,). Therefore, several types of ordering of eigenvalues (u ZSI and us 2) of factor graphs were tested
HEI while the degree sequences are fixed in ascending order. It was obtained that the most effective heuristic
method is when the eigenvalues are sorted in ascending order.

From (@) it can be easily seen that the estimated spectrum always has an eigenvalue of 0, because if
ui = 0 and MJ = 0, then p;; = 0. However, it is not commented in HE whether all other estimated

eigenvalues 1;; are greater than or equal to 0. Notice that (2)) can be rewritten as follows:

S2 Sl
81048 Hi Sa(q81 M . .
,ul-l(djz - %)—Fuf(dil - ?) for 1 <i<ni, 1<j<ns.

If a graph is regular then the absolute values of the eigenvalues of its adjacency matrix are less than
or equal to the regularity of the graph (according to the Perron-Frobenius theorem, see HE], pp. 178) and
it is clear from the definition of the Laplacian matrix that all Laplacian eigenvalues are less than or equal
to the double value of the regularity. This implies that in the case when S; and Sy are regular, we have

S2 S1
that dJS 2> M]T and dfl > %, and therefore j;; > 0. In the following we prove that these eigenvalues are
nonnegative in the general case.

By applying Gershgorin circle theorem on Laplacian matrix we can obtain only the inequality dﬁi — @ >
0 (or equivalently uSl < 2d51) Indeed, as every eigenvalue of the ny x ny Laplacian matrix L = (I; j)1<i,j<n,
lies within the union of disks centered at [; ; = dis ! with radius R; = dis ! (R; is the sum of the absolute values
of the non-diagonal entries in the i-th row for 1 < i < nq), we can not conclude that every eigenvalue ,uis !
lies in the circle centered at dfl with radius dfl, ie. ,uisl < 2dfl, 1 <i<n;—1 (see Figure[D) .

It turns out that the inequality ,uf 1< Qdf ! can be proved by using Courant-Fischer theorem for every
index i. Namely, it is easy to see that the quadratic form 27 Lz in respect to the Laplace matrix L and an



arbitrary vector x = (21,2, ...,%,, ) can be rewritten in the following way

1

2T Ly = Z dfla:? -2 Z TiTj.

Jj=1 (i,7)€EE(S1)

Now, using the arithmetic-geometric mean inequality between x; and z;, [2z;z;| < 2?7 + x?, it holds that

=23 G )er(s,) TiT < >t dfle and therefore 7Lz < 2370, dflzv?. Furthermore, considering z €

R x {0}"~% C R", we have in this case that 7Lz < 22;:1 dflx? < 2d5"||z||?. Finally, according to
51 2
Courant-Fischer we have that ,uisl < maxgeRix{o}n-: % < % = 2df ! (we have already mentioned

that the degree sequence is set in ascending order, that is d151 <...< df;i)

A

\/

Figure 1: Gershgorin disks for Laplacian matrix

The approximations from HE] are not derived from rigorous mathematical proofs, but from empirical
evidence and good behavior of estimated eigenvalues and eigenvectors has been noticed for some types of
random graphs. In the following subsection we propose an estimation of Laplacian spectral decomposition for
the Kronecker product of graphs by using the normalized Laplacian eigenvectors of factor graphs. We show
some differences side by side (both experimentally and analytically) between these approximations through
the eigenvectors and eigenvalues analysis separately.

2.2 Estimation of Laplacian spectrum of Kronecker product graph by using the
Kronecker product of normalized Laplacian eigenvectors of factor graphs

In this section we propose an alternative approach for estimating the Laplacian spectrum of the Kronecker
product of graphs. The idea comes from the fact that the normalized Laplacian matrix of the Kronecker
product of graphs can be represented in terms of normalized Laplacian matrices of factor graphs. Moreover,
in some cases the Kronecker product of the eigenvectors of Lg, and Lg, gives better approximation for
eigenvectors of Lg, s, than the Kronecker product of the eigenvectors of Lg, and Lg,. Now, we will explain
the motivation and assumptions for this novel approach in more detail.

By the definition of the normalized Laplacian and the property (A® B)~! = A= ® B!, the normalized
Laplacian of the matrix S; ® Sy can be written in the following way

1 1

_ 1 _ _1
‘651®52 = Inl ® Inz - (DS12 ® D522)(Sl ® 52)(D512 ®DS22)'



Using the property of the Kronecker product of matrices, (A ® B)(C ® D) = AC ® BD, we further obtain:
_1 1 1 _1
‘651®52 = Inl ® Inz - (DS12 SlDS12) ® (D522 S2DS22) = Inl ® Inz - (Inl - ‘651) & (Inz - 552)'

Let {\7"} and {)\JS 2} be the eigenvalues of the matrices Lg, and Lg,, with the corresponding orthonormal
eigenvectors {vfl} and {v]sz}, wherei=1,2,...,n1and j = 1,2,...,n2. Denote by Ag, and Ag, the diagonal
matrices whose diagonal elements are the values 1 — /\Z-S1 and 1 — )\JS 2, respectively. Also, Vs, and Vg, stand

for the square matrices which contain Uf ! and UJ-S2 as column vectors. Using the spectral decomposition of

the matrix (I, — Ls,) ® (In, — Ls,), from the above equation it follows that

‘651®52 = Inl ® Inz - (VslAsl VST;) ® (VszAszvg;)
= Inl ® In2 - (VSI ® VS2)(ASI ® A52)(V51 ® VSz)T (3)
= (Vsl ® VS2)(I"1 ® Inz - ASI ®A52)(V51 ® VSQ)T7

since (Vs, ®@ Vs, )(Vs, ® Vs,)T = I,,n,. This further implies that the normalized Laplacian matrix of the
Kronecker product of graphs have {1 — (1 — AJ")(1 — )\JS 2)} as eigenvalues and {v' @ va} as eigenvectors.

Now, put A =1I,,, ® I,,, — As, ®Ag, and D = Dg, ® Dg,. It is well known that the normalized Laplacian
can be expressed in term of Laplacian matrix as £ = D~2LD~%. Furthermore, as Lg,gs,(Vs, ® Vs,) =
1 1

Dz ESI®52D% (Vs, ®Vs,), using the similar assumption like in the previous subsection that Dgl Vs, = Vs, Dgl
and Di Vs, =~ Vs, Di, from (@), we derive
Ls s, (Vsl ® VSQ) ~ D%‘C51®52 (VSI ® Vsz)D% = D%A(Vsl ® VSQ)D%
Finally, applying the same assumption again we have the following formula
Ls s, (Vsl ® Vsz) ~ (DA) (Vsl ® VSQ)' (4)

Inside the first pair of parenthesis of the right-hand side of () is the diagonal matrix DA which leads us to
a potential formula for estimating the Laplacian spectrum of the Kronecker product of graphs, while for the
corresponding eigenvectors we could use eigenvectors of the normalized Laplacian matrix of the Kronecker
product of graphs. Therefore, a potential formula for estimating the Laplacian spectra of the Kronecker
product of graphs

i = (1= (1= AP (1= X)) d5)

(5)
= {08+ X7 - AP A,

which are obviously nonnegative. Moreover, the first eigenvalue is always matched at 0 in both actual and
estimated spectra, because (B guarantees this.

Similarly as in HE] this approximation shares the property that the orderings of v

>' and ij2 in Vg, and
Vs, (and hence ' and )\JS 2) are independent of vertex orderings in Dg, and Dg,, respectively, and it would
be impractical to try to find true optimal orderings. The following five heuristic methods that use only
degrees and eigenvalues of factor graphs were tested: uncorrelated ordering, correlated ordering, correlated
ordering with randomization, anti-correlated ordering and anti-correlated ordering with randomization. In

each method, it is assumed that the degree sequences (df ! and df 2) are already sorted in ascending order,
while the orders of eigenvalues ()\ZS ! and /\52) are altered differently. The most effective ordering methods

turned out to be correlated ordering ()\f ' and )\52 are sorted in ascending order), as it was obtained for
approximation spectrum ﬂﬁ]

3 Estimated eigenvalues and eigenvectors evaluation

In this section we report a behavior of the estimated eigenvalues and eigenvectors, from the presented ap-
proximations, compared to the original ones with regard to the different types of graphs and different edge
density levels. With these experiments we aim to address the following:



o We will show how close the estimated to the original eigenvectors of Laplacian of the Kronecker product
of graphs are for these approximations. In order to do that we measure the distribution of vector
correlation coefficients between viS '® UJ-S2 and Lg, s, (’U;S '® vjs 2) as it was done for the eigenvectors

wZS '® w;-q *in HE] In the rest of the section, we give an empirical and some theoretical evidence that

the eigenvectors vis T ® v‘f 2 can be also used as an approximation for the eigenvectors of Lg, »s,-

e We will show how close estimated to the original eigenvalues of Laplacian of the Kronecker product of
graphs are for both approximations. Based on the corresponding estimated spectra (@) and (&), the
difference between estimated and original spectra is reported in terms of a distribution of percentage
errors between them. Both approximations produced reasonable estimations of Laplacian spectra with
percentage errors confined within a +10% range for most eigenvalues. This error value holds for the
sparse graphs. It can be noticed that this error is even smaller for the denser graphs, i. e. about £5%
and £2% when the edge density percentages are 30% and 65%, respectively. We also noticed that the
median of the percentage errors of our estimated Laplacian spectrum are more stable than in the case
of spectrum proposed by Sayama. Moreover, we give a theoretical explanation of why the percentage
errors of the approximated eigenvalues that correspond to viS '® UJ-S2 for the random graphs become
more accurate to the real expected values when the network grows or the edge density level increases.

Experiments are performed on three types of graphs: Erdés-Rényi, Barabdsi-Albert and Watts-Strogatz,
while the edge density percentage is varied over 10%, 30%, and 65%. For the orders of graphs G and H
denoted by ny and ne, respectively, we conduct experiments three times depending on the orders of graphs
(n1,n2) € {(30,50), (50, 100), (100, 200)}.

3.1 Erdés-Rényi and Watts-Strogatz graphs

Here we describe the behavior of estimated eigenvectors and eigenvalues for both classes of graphs, Erdds-
Rényi and Watts-Strogatz, since their vector correlation coefficients and distributions of percentage errors
of the estimated eigenvalues behave similarly for the same experimental setup. We also noted a bit smaller
errors in the case of Watts-Strogatz than for Erdés-Rényi random networks. For both types of graphs we find
that the distribution of correlation coefficients between the vectors viS '® UJ-S2 and Lg, g3, (’U;S '® vjs 2), and the
vectors wf ! ®wfz and Lg, g3, (wzs '® sz 2) behave very similar to the corresponding values of the eigenvectors
visl ® vfz and wzs T® wa, when the edge density grows. Further in the paper by a term the correlation

coefficients corresponding to the arbitrary eigenvectors 7 of the graph S, we will mean the correlation
coefficients between the vectors z¥ and Lg(x7). Also, we noticed that the shape of the percentage error

i
distribution across these two network topologies is more consistent (without sudden jumps) for the estimated
spectrum corresponding to the eigenvectors viS '® vjs 2 than for the estimated spectrum corresponding to the

eigenvectors wf L Qw2 First, we present experimental and theoretical results for the estimated eigenvectors
and eigenvalues of Erdés-Rényi random networks.

3.1.1 Experimental results for eigenvectors estimation

It can be immediately seen that w;' ® w;? coincides with an eigenvector of Lg,ss,, where wi' and w??
are the eigenvectors of Lg, and Lg,, respectively, that correspond to the eigenvalue 0. Indeed, since it is
well-known that wfl =1g,, wigz =1g,, Dg,1s, = As,1s, and Dg,1s, = Ag,1s, we obtain that

Ls,®s, (wigl ®w152) = (DSI ® Dg, — ASI ®A52)(151 ® 152)
= D511S1 ®D52152 — AS11S1 ®A52152 =0.

1 1
We can similarly show that Lg, - D§ 15, =0 and Lg, - D§ 15, = 0. Indeed, we have that

1 1 1 1
Ls,-D2ls, = (Is, — D5’ As,Dg?)(DZ 1s,)
1 1
= D2 ls, — Dg?Agls,

1 _1
Dg 1s, — Dg*Ds,1s, = 0.
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Figure 2: Smoothed probability density functions of vector correlation coefficients between w;g ! ®wf 2
and Lg, s, (wf ''® wfz) are represented by using a green solid line, while between vf ''® vf 2 and

Ls, %5, (vf ' ® vf %) are represented using a blue solid line. Probability density functions are drawn
for each of the edge density level 10%, 30% and 65%, respectively, for the Erdds-Rényi random
graphs with 50 and 30 vertices.

1 1
Therefore, for v{' = D3 1s, and vy = D3 1g, it does not hold that vi' @ vy? is an eigenvector of Lg, g,

Nevertheless, we omit the examination of the coefficient correlations that correspond to the vectors w? @w??
and vf ! ®vf % in the following experimental setup, as we can explicitly calculate the first eigenvector of Lg, g s, -
Moreover, we can not claim in the general case (for example, when the graphs S; and Sy are not regular)
that any other approximation vector wf '® wfz or vf '® v]S ? coincides with the actual eigenvector of Lg,gs,.

The first set of experiments was performed for the eigenvectors comparison of two proposed approxima-
tions on the sparse graphs, that is, we repeat the same experiment as in ﬂﬁ] where two Erd6s-Rényi random
networks have 50 vertices (100 edges) and 30 vertices (90 edges), respectively. It can be easily seen that the
edge densities of these graphs are around 10%. In Figure[Z (left panel), one can see the smoothed probability
density functions of vector correlation coefficients between the mentioned vectors drawn from five indepen-
dent numerical results. Using the mentioned parameters on the estimated Laplacian eigenvectors wf '® szz,
the correlation coefficients are above 0.8 in most of the cases, while the peaks are achieved above 0.9 (green
solid lines). For the same graphs, the correlation coefficients of the eigenvectors vf '® UJ-S2 are above 0.7 in
most of the cases, while the peaks are achieved between 0.8 and 0.9 (blue solid lines). Furthermore, it can
be seen in Figure [2 that the correlation coeflicients for the eigenvectors vf '® va increase and their graphs
shrink to the right (toward the value of 1) when the edge density level increases (middle and right panels
show the graphics for the edge density levels of 30% and 65%, respectively).

It can be noticed that the correlation coefficients corresponding to the eigenvectors vf ! ®UJ-S2 and wf ! ®w;-q 2
are symmetrically distributed around the peak and their smoothed probability density functions of vector
correlation coefficients look like a probability density function of the normal distribution. Indeed, according to
the Pearson’s chi-squared test (as a test of goodness of fit) we obtain that most of the correlation coefficients
corresponding to the eigenvectors vf TR vjs 2 and wf '® szz belong to a fitted normal distribution for the p-
value of 0.05. When the edge density levels are 10% for both graphs, 1380 out of 1499 correlation coefficients
corresponding to the eigenvectors vf '® vjs 2 belong to a fitted normal distribution. For the edge density levels
of 30% and 65%, 1471 and 1496 out of 1499 correlation coeflicients belong to a fitted normal distribution,
respectively. On the other hand, when the edge density levels are 10% for both graphs, 1488 out of 1499
correlation coefficients corresponding to the eigenvectors wf '® sz 2 belong to a fitted normal distribution.
For the edge density levels of 30% and 65%, 1476 and 1486 out of 1499 correlation coefficients belong to
a fitted normal distribution, respectively. Moreover, a similar conclusion can be reached for both vector
products when the Erdds-Rényi random networks have 50 and 100 vertices, as well as 100 and 200 vertices.



3.1.2 Theoretical results for eigenvectors estimation

Given the performed experiments it can be noticed that some of the values of correlation coeflicients that
correspond to the approximation vectors w ' ®w; 52 are mutually equal Indeed, we can explicitly determine

the values of correlation coefficients related to the vectors w;' @ w and wS1 @ wi?, for 2 < j < ng and
2 <4 < nq, and show that they do not depend on the vectors wJS and w In the follovvlng text, we prove

that the correlation coefficients related to the vectors wlS1 ® wJS and w 'R w 2 only depend on the vertex
degrees of S and S, respectively.

Theorem 1 The correlation coefficients r1; (2 < j < na) corresponding to the vectors Lg,gs,(ls, ® wfz)
and 1g, ® szz are equal to
Ay dSt

ny
ni

2 2 ’
AP 4 d)

ny
Proof. Using the fact that Dg, 15, = Ag, 1g, = [d}",. .. ,d5']T, we show that the vectors Lg, g, (wi ®wj52)
and [d5',. .., T @ ij2 are colinear

L51®52(151 ® wfz) = (DSI ® Ds, — As, @ A52)(151 & wfz)

= (‘Dsllsl) (Dszw;'%) - (Asllsl) ® (A52w5'52)
= [df*,....d]" ® (Ds, — Ag,)w*

» g

= p2layr, . d )T @wl (6)

» Yy

According to (@) we have the following chain of equalities

<L51®S2(151 ®w52) 151 ®w52>

1,5
! 52 1dr, . da]T @ wi? || - ||1s, @ wi?||
(sz[dlsla"'adgi](@w )'(151®w 2)
pE o drl - s - flw3? )12
Sar 48 s
(ujz[dll,---vdfi]lsl)® [Jw;? ]|
s s
p vl drill - [l )2
dyl4o+d3t
Sty
ny
O
We see that r1; = 1 if and only if the arithmetic mean of the vertex degrees of S; is equal to the

root mean square of the same elements and it is well-known that it is true if and only if S; is a regular
graph. On the other hand, the values of 1 ; can be very low in the cases where there is a large gap between
the lowest and highest vertex degrees in the graphic sequence of Sy, 1 < d151 <...< d;% < n; —1. For
example, considering the complete bipartite graph S; = K ,,—1 and calculating the arithmetic mean and
the root mean square of the vertex degrees which are Q"nl—:2 and \/ni — 1, respectively, we can deduce that

T = Q—Vzl_l — 0, when n; — oco. However, if the sizes of the partition sets in a bipartite graph become

more equal (tend to n1/2) then the coefficient 7 ; — 1 (for the illustration we can take S; = Ka,,_2 and
obtain that ry ; = 2y 2"1 2> 2y T ). In addition, it can be noticed that the correlation coefficients do not
decrease with the 1ncrease in the number of different vertex degrees in S7. Indeed, if we consider the graph
S1 with an even order n; = 2k + 2 and the graphic sequence 1,2,....k,k+ 1, k+ 1, k+2,...,2k+ 1, it




can be determined that the arithmetic mean and the root mean square are k + 1 and \/(2k+1)(4k23)+3(k+1),

1 V3

4 _ 1 1
37 2(k+1D) " 6(k+1)2

respectively. Therefore, in this case we obtain high correlation coefficients r; ; =

k — oo.

However, since we have obtained correlation coefficients 71 ; using a certain number of synthetic networks
produced by the Erdés-Rényi model, in the following text we theoretically discuss about the expected values
of the correlation coefficients ry ;, using the following auxiliary result.

Proposition 1 (ﬂﬁ] pp. 211) Suppose that X,, is AN (1, c2¥) where X is a symmetric nonnegative definite
matriz and ¢, — 0 asn — oo. If g(X) = (91(X),...,gm (X)) is a mapping from R* into R™ such that
each g; is continuously differentiable in a neighborhood of p, and if DX.D’ has all of its diagonal elements

non-zero, where D is the m x k matriz [(%)(u)], then
J

9(Xy) is AN(g(p), c;, DXD'),

Theorem 2 If Sy is Erdds-Rényi graph model, then the expected value of the correlation coefficient 11 ;
corresponding to the vectors Lg,gs,(ls, ® wj52) and 1g, ® w;-% tends to

(n1—1)p
\/1—p+(n1—1)p’ ™

as ni — 00.

Proof. Since the distribution of the degree of any particular vertex of the Erdés-Rényi graph S1 = G(n1, p)
is binomial, that is P(dS* = k) = (" N)pF (1 —p)™~F71, and the fact that the expected value of any vertex

A7t 4. 4dSt
degree is equal to the expected value of the arithmetic mean of degrees Y7 = %ﬁ"l, we conclude that

E(Y1) = (n1 — 1)p . Furthermore, as n; — o0, according to the central limit theorem Y; has asymptotic
2
normal distribution AN (p1, 7+), where 1 = E(Y:1) and of = D(d?") = (ny — 1)p(1 — p) (E and D are

usual notation for expected value and dispersion, respectively). Similarly, as dl-s 1,1 <4 < nq, have the
& a1

2
same distribution, we deduce that Yy = has asymptotic normal distribution AN (ue, %), where

ny
s = E(Ys) = E(diS12) and 03 = D(dle). On the other hand, given that E(diS12) = D(d") + E(dS")? | we
have that o = (n1 — 1)p(1 — p) + (n1 — 1)?p?. Considering the two dimensional variable Xy = [Y7, Y5] it can
be concluded that its asymptotic normal distribution is AN ([u1, pa]’, ¢23), where ¥ represents a nonnegative

definite symmetric matrix. Define g(y1,y2) = \1/’;_2 which is a continuously differentiable function. Finally,

using Proposition [[] we conclude that g(Xs3) has asymptotic normal distribution AN (us,c2DXD’), where

w3 = g(pa, to) = ;}% Therefore, the expected value of the coeflicient correlation 71 ; is equal to E(g(X2))

(according to Theorem [Il) which tends to pz = 1/%, as ny — oo. U
If we rewrite (@) in the form %, we conclude that the expected value of 7 ; tends to 1 when the
\/ G-op '

order of the graph increases, for the fixed edge density p. Therefore, we show that wfl ® wfz, 2 < j < ng,
becomes a more stable approximation for the larger orders of graphs with constant edge level. Moreover, we
report higher coefficient correlations r; ; when the order of graphs are 50 and 100, respectively (see Fig. B).
The same conclusion can be obtained if the order of graphs are 100 and 200, respectively.

Similarly, for a given order n; of the graph Sy, by rewriting () in the form |, / %, we conclude
P

that 71 ; — 1, if p tends to 1 and 7 ; — 0, if p tends to 0. Notice that we have already obtained a more
general conclusion by performing three types of experiments in which the correlation coefficients increase
in total as long as the edge density increases (for a fixed ny). In our experimental setup p can not tend
to 0 since we deal with connected graphs. Namely, a sharp threshold for the connectedness of S is 17

(+e)

(more precisely if p > nllnm then the graph S; will almost surely be connected). Since the parameters

in the experimental setup satisfy the mentioned condition, we almost surely deal with connected graphs and

10
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Figure 3: Smoothed probability density functions of vector correlation coefficients between wS1 ®wS 2
and L51®32( 51 @ wfz) are represented by using a solid green line, while between v '® v and

L51®52( '® v ?) are represented using a solid blue line. Probability density functions are drawn
for the edge densaty level of 10%, for the Erdés-Rényi random graphs with 50 and 100 vertices.

1
1

after applying the condition we obtain ri; > Therefore, r1; — 1, as n; — oo, which

P S— P
(IFe)Inny n
theoretically confirms our experimental results that the correlation coefficient r1 ; grows as long as the order
of the connected Erdos-Rényi graph grows.

In the following text, we estimate the correlation coefficients related to the vectors v} ®ij 2 and v} @v?
in terms of the vertex degrees of S; and S5, respectively. Moreover, we prove that the expected values of
these coefficients 77 ; can exceed the expected value of 1 ; given by @, when ny — oo and ny — 0.

Lemma 1 The scalar product of the vectors Lg,gs, (UlSl ® UJ-S2) and vlsl ® UJ-S2 1s greater than or equal to

Sy 2 S12 S, T S
(d7' + -4 dtT) v7? Lg,v;?,

for 1 < j < na. The equality holds true if and only if S1 is regular.
Proof. Since v D 3, 1s, we have the following chain of equalities

1 1 1
L51®S2(D51151 ®1} ) ngllsl ®'UJ‘,92> = (Déllsl ®’UJSQ)TL51®52(D§1151 ®'UJ‘SQ)
1
DSllsl ®U ) (Dsl ®D52 _A51 ®A52)(‘D§’1151 ®Uf2)

(
(
- a5 571)(Dg, ® Ds,)(D2, 15, ®v%) — (15, D3, @ v%7)(4s, @ As,) (D2, 15, @ v
- j S1 S G451 WUy s, Mg, WUy )( 5 ® 52)( S1 51®vj )
T 1 1 T
( DSIDS1D51151) (_752 D52v$2)_(1T D§1A51D§1151) (’USQ AS2U;‘92)
(15

% 12 1% 12 2T 2
D% 1g)® (fz Dg,v?) = ([df7, ..., d5 2] Ag, [d 2., di 2 ]T) @ (072 As,0f?). (8)

1 1
2 2

2
ds 2] are equal to Y1 d5

sy Upg

Furthermore, the quadratic forms 1§ Dg 1g, and [ 2, 4512 JAs, [di 2,

cdpt
11
and Y (i,j}EE(S1) 2diS1 2 dfl %, respectively. According to the inequality of arithmetic and geometric means it
L1
holds that 3, jemsy) 245 2d5 < S hemsy ™ +di® = X7, 57, The equality holds true if and
T
onlyifd;" = ... = d5'. Finally, we have that the term (8) is greater than or equal to 37, ds1 (v 52 Dg, vfz)—

Ei:ll dfl (1’52 ASzUj )_Zi:ll dz'sl (”;Sz LSzUj )- U

11



Lemma 2 The norm of the vector Lg,gs, (v ® vfz) is less than or equal to

3 3
V" + it || Lso72l,
for 1 < j < na. The equality holds true if and only if Sy is regular.
Proof. We have the following chain of equalities
1 1
Ls s, (D§1151 ® U;'52) = (Dsl ® Dg, — As, ® ASz)(D§1 ls, ® U;'52)

1 1
= (D51D§1151) ® (D52v;‘92) - (A51D§1151) ® (A52'U;'52)

3 3 1 1
= [, d T e (D) [ Y dE, Y dP]T @ (As,vP?).
{l,i}GE(Sl) {nl,’i}GE(Sl)

Furthermore, since u ® (Av) = (u ® A)v, where v € R™, v € R" and A € R"2*"2 it holds that

1
2 S
||L51®52(D§1151 ®Uj2)|| =

9)

3 3 1 1
=% d ) @ Dsy [ Y A, Y &) @A)
{1,i}€E(S1) {n1,i}€E(S1)
3 3 1 1
Now, if we denote B = [d7"?,...,d21 2T @ Dy, = [X 1 iyemsn 470 Dt iyermn & 01T @ Ag, and

As, = [ai ], 1 <i,j < ng, then we can easily conclude that

By

3
By a2 dd?, if i =j
B = By = 1 1<k<n.
) k _ Z dfl2ai,j7 lfl¢‘]7 = =Ny
B, {k,I}€E(S1)
Therefore, we obtain that
5 S, 3 3 s 513 513 s
IBo2| = [|[d?" %, d3Z]" @ (Do) + [ D &, Y &P @ (—Age?)|
. . {1,i}€E(S1) ) {n1,i}€E(S1) )
S, 2 3 s S, 3 S, 3 s
< @ d T @ IDs v+ I DD A, > T @ [(As, )]
{1,i}€E(S1) {n1,3}€E(S1)
(10)
Furthermore, according to the inequality between the arithmetic mean and root mean square

1
(E{k,i}eE(Sl) dfl )2 < dgl Z{k)i}eE(Sl) disl, for 1 < k < ny, the following inequalities holds

Y et Y et <2 Y ata

{1,i}€E(S1) {n1,i}€E(S1) {1,J}€E(S1)

n1 3 3
S d T dy T =Y =R
{i,j}€E(S1) =1

IN

(11)
The equality holds true if and only if dls T=...= dg} Now, according to the inequalities (@), (I0) and
() we conclude that

3 s s % S, 3 s s
|Ls\@s,(DZ s, @ v72)|| = [ Bui?|| <Y\ di " (I[Ds,v?|| + (| As, 032 ).
i=1

12



S s. S s.
From the fact that [|Ls,v;?|| = [[(Ds, — As,)v;?|| = [|Ds,v;? || + [|As,v;? | we finally have that

ni

S, 3 S.
> dP | Lg,vf?.

=1

1
3 S
L1052 (D3, 15, @ v5?)[| <

O

1
Theorem 3 The correlation coefficients vy ; (2 < j < ng) corresponding to the vectors Ls,gs,(D3, 1s, ®vjs2)

1
and DZ 1s, ® UJ_Sz are greater than or equal to
2 2
A"+ d s

/r" b)
3 3
\/(dfl o dSY AT 4+ A

J

where TJSZ is the correlation coefficient corresponding to the vectors 1]521);;2 and vfz.

Proof. According to Lemma [[l and Lemma 2] we obtain that

1 1
<LS1®SQ(‘D§11S1 ®U_]SQ)7D§11S1 & U;S2>

T S T E
HL51®52(‘D§’1151 ®Uj2)H : HD;llsl ®Uj2H

/
T1.j

S12 2y s, T S
(dy* "‘"""drsﬁ ) v;* Lg,v;”

>
- 3 3
Va4 a sl e+ a )

5,2 512 5, T Sa
dy +-~-—|—dni v L52vj

' Sa || 1152
d1513+...d75ﬁ3 AT d [ L5, v [[l072]
O

Let us mention that the sum of cubes of vertex degrees of a graph G is known as the forgotten topological
index denoted by F(G) M], while the sum of squares of vertex degrees of a graph G represents well known
first Zagreb index, denoted by Mi(G) [25]. In the following statement we actually prove that the expected

M (G)
2mF (t)

value of is greater than or equal to the expected value of correlation coefficient r ; for the random

1
graphs in the asymptotic case. However, it can be shown that \/% > 11,5 does not always hold for an
m

. . . .. . M} (G) .
arbitrary graph and it would be nice to find the minimum of the function 7\/2m—F(t)h’j . This would make a

more elegant expression for the upper bound for F(G) than those that can be found in the literature m]

Theorem 4 The asymptotic value of the expected value of the correlation coefficient vy ; is less than or equal
to the asymptotic value of the expected value of

2
A 4 dS?

3 3
\/<de o dnt ) (dY 4 dnY)

)

as ni — 00.

Proof. According to Theorem [2] we have that the asymptotic value of expected value of the correlation
coefficient 71 ; is equal to %, as ny — 00. On the other hand, as P(d;" = k) = (", )p*(1 -
p)" =1 we have that E(Y;) = ni(ny — 1)p for Y1 = di* + ... + dr. Similarly, we can conclude that
E(Y2) =ni((n1 —1)p(1 —p) + (n1 — 1)%p?) for Yo = d1512 +ot df;f and E(Y3) = n1((n1 — 1)(n1 — 2)(n1 —
3)p + 3p%(n1 — 1)(ny — 2) + (n1 — 1)p) for Y3 = df13 +- 4+ dﬁf’. Using Proposition [Il we can conduct

13



the similar proof as we do in Theorem [2] and conclude that that asymptotic value of the expected value of

S12 Sq12
a-t +tdiL . E(Y-
. - , as mp — 00, is equal to (s)

V@ ot dS ) (@5 e tedSY) EM)E(Ys)

. It only remains to show that

m((m — Up(1 —p) + (m — 1)) N \/ (m—1p
Vni(ni — Dp ni((n — 1)(n1 — 2)(n1 — 3)p> +3p%(n1 — 1)(n1 —2) + (m — 1)p) | 1—p+(na—1)p

After a short calculation, the inequality can be reduced to

\/ (1—=p+(n1—1)p)3 51

(n1 = 1)(n1 —2)(n1 = 3)p3 +3(n1 — 1)(n1 = 2)p+ (n1 — L)p — 7

which is equivalent to (n1 — 2)p — 3(ny — 2)p* + (2n1 — 5)p + 1 > 0. Furthermore, this can be rewritten in
the following way

2p° — 6p* +5p — 1 -1 -1 1
n122+p3 p2 b :24_#:24_1)—: -
p*—3p® +2p p*—3p® +2p plp=1)(p = 2) p(2-p)
The arithmetic-geometric mean inequality implies that p(2 — p) < (#)2 = 1 and therefore we get
n>1>2— m, which is obviously true. O

According to Theorem [B] and Theorem M we have the following chain of inequalities
2
A S

\/(d1513 o dSHE@S o+ dS)

E(r ;) > E( r7%) 2 E(ri ) B(r5?),

J

as n; — oo. Moreover, we see that the lower bound of r'l_’j depends on the degrees of S7 and the correlation

coeflicient rj52, while 71 ; depends only on the degrees of S;. Therefore, for the higher values rg, it will
be more likely that the expected values of T/l,j is greater than the expected values of ri ;. In fact, if we

choose S5 to be the graph such that ’I”fz is close to 1 (if Sy is regular then er = 1) we can conclude that
E(rij) > E(r1,;), for every 1 < j < ng, as ny — 00.

3.1.3 Experimental and theoretical results for eigenvalues estimation

Furthermore, we show the distributions of percentage errors in estimated Laplacian spectra of the Kronecker
product of graphs compared to the actual spectrum. The error is calculated over one hundred independent
tests for the Kronecker product of the Erd6s-Rényi random graphs with 50 and 30 vertices. The errors for
the estimated spectrum corresponding to the eigenvectors wf '® sz 2 are always drawn on the left hand side,

while the errors for the estimated spectrum corresponding to the eigenvectors vis '® v‘f 2 are always drawn
on the right hand side of Figure @l Each row of the figure corresponds to one of the edge density levels
of 10%, 30%, and 65%, respectively. The solid black curve shows the median, and the shaded areas show
ranges from 5 to 95 percentiles. Notice that when the edge density increases, the percentage errors become
smaller for both approximations. The characteristic shapes of error distributions for the estimated spectrum
corresponding to the eigenvectors wis ' ® wJS 2, seen in Figure [ (left hand side) have sudden jumps at the
beginning followed by a gradual decrease and they are fairly consistent across various network density levels
that we tested. There is no a sudden jump at the beginning, for the estimated spectrum corresponding to
the eigenvectors Uf '® vjs 2 but there is a small error widening for the largest eigenvalues. In the case of the

estimated spectrum corresponding to the eigenvectors wf T® wfz, the median takes positive values for the
approximately first half of eigenvalues and negative values for the second half. In the case of the estimated
spectrum corresponding to the eigenvectors vis 'T® v]S 2 the distribution of percentage errors becomes more
stable, that is, the median is almost a straight line with value 0 for every eigenvalue (right hand side of
Figure H)). It could be seen that the error ranges are almost uniformly distributed around 0.
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reserved for the spectrum of the vectors wf '® wf 2 and right hand side for the spectrum of the

vectors v>! ® v52. Rows correspond to the edge density levels of 10%, 30% and 65%.
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Here we give a theoretical explanation of why the estimated eigenvalues corresponding to v '® va for
the random graphs become more accurate to the real expected values when the network grows or the edge
density level increases. Conducted experiments show that this approximation produces reasonable estimation
of Laplacian spectra with percentage errors confined within a +10%, 5% and £2% range for most eigenvalues
when the edge density percentages are 10%, 30% and 65%, respectively. We use the following statement in
order to show a theoretical justification for the above claim.

Theorem 5 l@/ Let G be a random graph, where pr(vZ ~ ) = pij, and each edge is independent of each
other edge. Let A be the adjacency matriz of G, and A= E(A), so A;j; = pi;j. Let D be the diagonal matriz
with D;; = deg(v;), and D = E(D). Let § = 6(G) be the minimum expected degree of G, and L the normalized
Laplacian matriz for G. For any e > 0, if there exists a constant k = k(¢) such that 6 > kinn, then with
probability at least 1 — €, the j-th eigenvalues of L and L satisfy

M (0) = A (0)] < 2y 22

forall1<j<mn, where L=1—D"2AD 2.

Let G, ;, be a random graph with order n and probability of creation of an edge p. Since in the experiments
we use the factor graphs with the same edge density percentage (denote these graphs by G, p, and Gp, p, ).
without loss of generality, we may set p; = p2 = p (an identical analysis can be conducted when py # p2). For
the expected adjacency matrices of the random graphs Gy, , and Gy, , hold A,,, = p(J,, — I,,,) and A,,, =
p(Jny — In,). By Ay, and A, we denote the adjacency matrices of Gy, p, and Gu, p,. By L(Gryp @ Gy p)
we also denote the normalized Laplacian matrix for the graph G,, , ® Gy, p.

First, we show that § = 0(Gy, p ® Gn,p) ~ nina. Notice also that since the sum of each row of the
matrix A, ® A,, is equal to p?(n; — 1)(n2 — 1), then it is clear that §(Gy, p ® Gp,p) = p*(n1 — 1)(n2 — 1).
Let Z = min{d}d; | 1 <i <n; 1 <k < no}, where d} and di are the degrees of the vertices in G, p,
and G, p, respectively. Therefore, we have that § = E(Z). According to Jensen’s inequality, it holds that
e~ < E(e~t%), for any positive real t. Furthermore, according to the definition of Z, we have the following
chain of relation

e 10 < E(eftZ) _ E(eftmln”{d d; }) (ma{X eftd}di) < ZE(eftd}di) _ nanEw(efiEd}di)7 (12)
i, —
ij
forany 1 <i<n;and 1<k < ns.

As ni,ns — oo, according to the central limit theorem d} and d? have asymptotic normal distri-
bution AN (u1,0%) and AN (uz,03), respectively, where p1 = nip, po = ngp, o1 = /nipq and oy =
y/M2pq. Considering the two dimensional variable X = [d%,di] it can be concluded that it has asymp-
totic normal distribution and since g(z,y) = e~ ¥ is a continuously differentiable function we conclude that

. . . . )
g(X) has an asymptotm normal d1str1but1on Therefore, when ny,ny — 0o, we have that E(e” %) =
2770102 e e emtyes (o) 7 (552 “)drdy. After the substitutions = — %= Ty — Y282 and certain num-
ber of elementary algebraic transformations we obtain that
—lpap2 o0 2 42,2 2 0 2
gl g2 e _ _ 2 o1 (ua+o2y) (z+toq (noto2y))
Ble 1l = / e thoay—4 2 / e 2 dzdy
2 — 0 —00
—tpy e [ee} 2 42,2 2
e o2 (na+o2v)
— / eftulmyf%Jr#dy.
Vo J_os
. . . . t2ofud —y%A-2yB
The last integral can be rewritten in the following form —A=e #1122 i - , where A =
V2T —o0
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1 — 120202 and B = —tuj09 + t?02 p1205. Finally, we have that

2,2 2 oo B2 2,22
1,2 1 tofus B2 -(VAWw—3)) 1 t“oius | B
E(e_tdidk) — e thpet——=2"2 o1 e 74— e thpet——=2"2+57

oL e Y= on VA

20243 + (—turog+t?ougog)?
2 2(17f20%d§)

3
3

t
—tppe+
e

2 2 2
1—t%0io;

*2MA1H2+(M%U%+M%U%H2
2(1-t20202)

e

2.2 2
1 —t%0703

According to (I2)) we obtain

5o In(mne)  —2pups + (03 + Bod)t | In(1 — 2fo3)
- t 2(1 — t20%03) 2t ’

for every t > 0. Now, if we set t = we can easily obtain that the leading summand of the right hand

_1
p2o1’ ~
side of the above inequality is p1ue, hence we further conclude that 6 = Q(nins), when nq,ne — oco.

Let Spectrum(Ay,), Spectrum(Ay,), Spectrum(A,, @ A,,) and Spectrum(L(A,, ® A,,)) be the mul-
tisets of the eigenvalues of the matrices A,,, A,,, A,, ® A,, and L(A,, ® A,,), respectively. In order to
calculate Spectrum(L(A,, ® A,,)), we need to determine the diagonal matrix D(A,,, ® A,,), Spectrum(A,,),
Spectrum(A,,) and Spectrum(A,, @ A,,), but for the sake of simplicity, these steps are skipped. So, the
normalized Laplacian spectrum of the expected adjacency matrix of the Kronecker product of two random

graphs consists of
<1 n2—1 n1—1 (7’1,1—1)(712—1)) (13)

n n 1
O 77,231 nlil 1 - (nl—l)(ng—l)

where the second row represents the eigenvalues, while the first row represents the corresponding algebraic
multiplicities.
Since § = Q(n1ng) > In(ninz), we can apply Theorem Bl by putting e = \/ﬁ and obtain

B B 3ln4+ 9ln(ning)
A (L(Gnyp @ Gz p)) = X (L(Any @ Any))| < 24 nl—n; =o(1), (14)

with probability greater than or equal to 1 — \/111172 =1-o0(1).

In the following, we estimate the difference between dld? and § by using Chebyshev’s inequality, i.e.
Pr(|d}d} — 6] < eo(d}d})) > 1 — %, for any real € > 0. Since d} and d; are independent, we have that
0?(d}d}) = p102 + pooy1 + o102. Therefore, for € = W/nins it can be concluded that

|did; — 6| < \/\/n1n2(M102 + pio01 + 0102)

with probability greater than or equal to 1— \/ﬁ = 1—o0(1). Furthermore, since 0 < A\; (L(Gn, p@GCGhry p)) < 2
and \j(L(A,, ® A,,)) = 6N(L(A,, @ Ay,)) = 60(1) = Q(n1n2)O(1), which follows from the formula
L= DzLD? and the property that the graph émm ® @m,p is regular, it holds that

|drd2 — 5|\ (L(Gry p @ Gy ) - V/mina(piog + peoy + 0102)

N (L(A,, ® Ay)) Q(mna)0(1) =o(1). (15)

On the other hand, by multiplying both hand sides of the inequality (I4) with § and dividing by

N (L(Ap, ® Ay,)), we obtain
162 (L£(Grnyip ® Gap)) = Nj(L(An, ® Any))| _ G0
)‘j (L(Anl ® Anz))

= o(1). (16)
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By adding the inequalities ([5]) and (I6), we finally conclude that

(22N (£(Gonr p @ Gz ) = Ay (LA, @ Any))|
)‘j (L(Anl ® Anz))
|d%d§)\j (‘C(Gm,p ® an,p)) — 6)‘j (‘C(Gm,p ® G@z,p)) +f”‘j (‘C(Gm,p ® an,p)) — )‘j (L(Am ® Anz))l
)‘j (L(Anl ® An2))
|didgA; (L(Grnyp ® Gy p)) = ON(L(Gnyip ® Gy p))| + 10X (L£(Ginyp @ Ginap)) = Aj(L(An, ® Any))|
)‘j (L(Anl ® Anz))

IN

In the previous formula we show that percentage error between the estimated spectra and the spectra
of Laplacian of expected Kronecker random graph tends to zero, when n; and ns tend to infinity, while
in the performed experiments we calculate the percentage error between the estimated and actual spectra
(estimated spectra is given by (Bl)). Therefore, in the rest of the section we give an asymptotic estimate of
the percentage error between the estimated spectra and the mean of the eigenvalues of Laplacian matrix.

Indeed, some empirical evidence indicate that the mean of the empirical distribution of the eigenvalues of
the Laplacian matrix of G(n, p) is centered around np (see HE]) Similarly, if we denote mean of the empirical
distribution of the eigenvalues of the Laplacian matrix of G(ny,p) ® G(ni,p) by A, we can conclude that

A ~ ning and therefore

|d}d§)\j (‘C(Gm,g @ an,p)) — B‘(L(Am @ Anz))l
AL(An, @ An,))
Therefore, in that case we conclude that the formula (7)) represents the percentage error of the estimated

spectrum dl dg\;(L(Gr,y p @Gy p)) from (@), which tends to 0 when the order of the graph or its edge density
tends to infinity.

= o(1). (17)

Watts-Strogatz random graphs

Similarly, we apply the same experiments when two graphs are Watts-Strogatz graphs. By examining the
spectral properties of the Kronecker product of graphs that are Watts-Strogatz graphs, we notice that the
situation is a bit different since even when the graphs are sparse (edge density level is 10%), the smoothed
probability density functions of the vector correlation coefficients are shrank toward the value of 1, for both
approximations. For the same density, peaks for both approximations are located in the interval (0.9, 1).
When the edge density level is 30% and more, extremely high values of the correlation coefficients become
more noticeable. In Figure [§] the smoothed probability density functions of vector correlation coefficients
are drawn when two graphs are Watts-Strogatz random graphs with 50 and 30 vertices. The figure shows
correlation coefficients from five independent numerical results when the edge density level is set to 10%
(left), 30% (middle) and 65% (right).

As in the case of Erdés-Rényi graphs, the distribution of percentage errors of the estimated spectrum
corresponding to the eigenvectors vf '® v]S ? is almost uniformly distributed around 0 for each tested edge
density, while the distribution of percentage errors of the estimated spectrum corresponding to the eigenvec-
tors wf '® sz 2 always has a sudden jump at the beginning. In Figure[6l errors for the estimated spectrum
from Subsection 2.1l are drawn on the left side, while errors for the estimated spectrum from Subsection [2.2]
on the right side are drawn. As in case of the Erdés-Rényi random graphs, both approximations produced
reasonable estimations of Laplacian spectra with percentage errors confined within a +£10% and less as the
edge density percentage becomes higher.

3.2 Barabasi-Albert graphs

In this section we present a behavior of the eigenvectors and eigenvalues of the Kronecker product of two
graphs which are Barabasi-Albert graphs. For this type of graph, the situation is not significantly different
compared to the previous two types concerning correlation coefficients of the estimated eigenvalues. In all
cases wZS '® wf 2 eigenvectors express better properties, since their correlation coefficients are above 0.9 in
most of the cases, while the correlation coefficients of the vf ! ®va eigenvectors are in interval (0.7, 0.9) most
of cases (see Figure[T)), for the edge density levels of 10%, 30%, and 65%.
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Figure 5: Smoothed probability density functions of vector correlation coefficients between wf ! ®w]$ 2
and Lg, s, (w;9 '® wa) are represented using a solid green line, while between vf ''® 03-92 and

Lg s, (Uf '® v;q 2) are represented using a solid blue line. Watts-Strogatz random graphs have 50
and 30 vertices. Probability density functions are drawn for each of the edge density level 10%, 30%
and 65%, respectively.

Also, we notice that the estimated eigenvalues corresponding to the eigenvectors wf '® wa are more

stable than the eigenvalues corresponding to the eigenvectors Uf 1@ 032, From Figure [§ it can be noticed
that the error ranges (which correspond to edge density levels of 10%, 30% and 65%) between the estimated
and original spectrum are less for the first approximation (left panels) than for the second one, which are at
the same time more distorted (right panels). The characteristic shape of error distribution for the estimated
spectrum corresponding to the eigenvectors wzs T® wfz remains similar as in the previous subsection. This
includes a sudden jump at the beginning followed by a gradual decrease across various network density levels
we tested. Unlike the previous subsection, the estimated spectrum corresponding to the eigenvectors vf ! ®ij 2
has a sudden jump at the beginning and the error ranges are a little bit higher for all edge densities (right
panels of Figure §). When the edge density is from 50% to 65%, the characteristic shape for the second
approximation (right panels) is a bit different than usual. It could be noticed sudden jump in the middle of
graphs, but in the same time error narrowing for the largest eigenvalues.

4 Conclusion

Although the relationships between spectral properties of a product graph and those of its factor graphs
have been known for the standard products, characterization of Laplacian spectrum and eigenvectors of the
Kronecker product of graphs using the Laplacian spectra of the factors has remained an open problem to
date. In this work we proposed a novel approximation method for estimating the Laplacian spectrum and
the corresponding eigenvectors of the Kronecker product of graphs knowing the eigenvalues and eigenvectors
of factor graphs. The estimated eigenvalues and eigenvectors were compared to the original ones with regard
to different types of random networks and theirs edge density levels. Moreover, the properties of the novel
approximation were compared with the approximation proposed by Sayama. Although both approximations
were designed using a few mathematically incorrect assumptions, the obtained estimations of the spectra are
very close to the numerically calculated spectra with percentage errors constrained within a +10% range for
most eigenvalues. Here, we give a theoretical explanation of why the estimated eigenvalues for the random
graphs become more accurate to the real values when the network grows or the edge density level increases.
This explains the fact that a distribution of percentage errors between estimated and original spectra becomes
almost uniformly distributed around 0. In this paper we also presented some novel theoretical results related
to the certain correlation coeflicients corresponding to the estimated and original vectors. Here, we provide
an exact formula of how some of these correlation coeflicients can be explicitly calculated, as well as their
expected values for some types of random networks.
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Figure 6: Distribution of percentage errors in estimated Laplacian spectra of the Kronecker prod-
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eigenvectors vf '® 03-92. Rows correspond to the edge density levels of 10%, 30% and 65%.
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Figure 7: Smoothed probability density functions of vector correlation coefficients between wfl ®wf 2
and Lg, gs, (wf1 ® wa) are represented using a solid green line, while between vf I'® va and

Lg »s, (vf '® 03-92) are represented using a solid blue line. Barabdési-Albert random graphs have 50
and 30 vertices. Probability density functions are drawn for each of the edge density 10%, 30% and
65%, respectively.

As it was mentioned earlier, in this and Sayama’s paper, these approximations have many theoretical
limitations, because of the mathematically incorrect assumptions and there is no rigorous mathematical ex-
planation of why and how the proposed methods work. That is why a design of spectral estimation algorithms
will be an important direction of future research, as well as their theoretical explanations. Moreover, it would
be very important to see how the estimated eigenvalues and eigenvectors are suitable for complete spectral
decomposition of the graph, where all eigenvalues and eigenvectors are included to replace original ones. Ac-
cording to some preliminary results we have already obtained by incorporating these approximations in the
GCRF model, a good behaviour of these approximations presented in this paper have been experimentally
confirmed too. Moreover, we obtained that the presented estimations can be a good staring point for other
applications and further improvements of Laplacian spectrum of the Kronecker product of graphs.
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