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Abstract: Due to its great temporal resolution and quick acquisition periods, two-dimensional 

echocardiography, or shorter 2D echo, is the most used non-invasive approach for assessing heart 

disease. It offers a grayscale image that anatomical details can be extracted from to evaluate heart 

functioning. The initial stage in quantifying cardiac function in 2D echo is the segmentation of the 

left ventricular (LV) walls. The primary boundary identification methods used for 2D echo at the 

moment are semi-automatic or manual delineation carried out by professionals. However, 

manual or semi-automatic approaches take a lot of time and are subjective, which makes them 

vulnerable to both intra- and inter-observer variability. Many researchers have tried to automate 

the process of left ventricle segmentation. The extensive use of deep learning algorithms has 

lately changed medical image analysis. The revolution has primarily been powered by 

supervised machine learning with convolutional neural networks. In this paper, we will provide 

a short overview of some of the popular deep-learning techniques for left ventricular 

segmentation in two-dimensional echocardiography.  
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1. Introduction  

 

The most popular non-invasive imaging technique for the detection of abnormalities 

within the heart is a two-dimensional echocardiogram (2D echo), which has a quick 

acquisition time, a low cost, and a high temporal resolution [1]. The initial stage in 

calculating clinical characteristics is boundary detection of the left ventricle (LV) in 2D 

echo, also known as image segmentation. LV segmentation in 2D echo is now mostly 

done semi-manually. More work must be done to segment the LV wall totally 
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automatically. Deep learning techniques can aid in automating the annotation process, 

but their effectiveness is constrained by the quantity and caliber of labeled training data, 

which can be hard to come by since annotating the raw data is laborious. Self-supervised 

learning can use unlabeled data that does not require input from clinical professionals. 

Contrastive pretraining on unlabeled data demonstrated considerable increases in 

performance for comparable tasks [2]. 

For biomedical image segmentation, UNet [3] and DeepLabV3 [4] are often used, 

and they have shown great performance in numerous segmentation issues. UNet is a 

fully convolutional network with a U-shaped design that comprises of a contracting path 

(encoder) and an expanding path (decoder). With skip connections between 

corresponding layers in the contracting and expanding paths, features are retrieved by 

the contracting path and then incrementally upsampled by the expanding path.  To 

handle the problem of segmenting objects at multiple scales, DeepLabV3 was designed 

using modules that employ atrous convolution in cascade or in parallel to capture multi-

scale context by adopting multiple atrous rates. 
 

2. Methods  

 

In this section, we will give a short description of commonly used neural network 

architectures for left ventricle image segmentation: UNet, SegAN, and DeepLabV3. 

UNet comprises of an expanded path on the right and a contracting path on the left 

[3]. The contracting path adheres to the standard convolutional network architecture. It 

entails applying two 3x3 convolutions (unpadded convolutions) repeatedly, followed by 

a rectified linear unit (ReLU), a 2x2 max pooling operation, and a stride 2 downsampling 

operation for each convolution. We quadruple the number of feature channels with each 

downsampling step. Every step in the expansive path entails upsampling the feature 

map, followed by a 2x2 convolution (also known as an "up-convolution") that cuts the 

number of feature channels in half, a concatenation with the correspondingly cropped 

feature map from the contracting path, and two 3x3 convolutions, each followed by a 

ReLU. The cropping is necessary due to the loss of border pixels in every convolution. 

At the final layer, a 1x1 convolution is used to map each 64-component feature vector to 

the desired number of classes. In total, the network has 23 convolutional layers. To allow 

a seamless tiling of the output segmentation map, it is important to select the input tile 

size such that all 2x2 max-pooling operations are applied to a layer with an even x- and 

y-size.  

The segAN, a neural network architecture for medical image segmentation is based 

on a generative adversarial model [5]. A generator (a network that learns how to sample 

from the sample's underlying distribution) and discriminator (a network that aids in 

enhancing the quality of the data points sampled by the generator) make up a generative 

adversarial network model (GAN). In the segAN design, the segmentor (which also 

serves as a generator) uses an encoder-decoder architecture to produce anticipated 

segmentation images from original images. The segmentor and the ground truth 

pictures serve as the discriminator’s two inputs, which computes the loss between the 
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two input images. During the training, the segmentor aims to minimize the loss, 

whereas the discriminator aims to maximize the same loss. 

DeepLabV3 offers an Atrous Spatial Pyramid Pooling (ASPP) module [4] that makes 

use of atrous (dilated) convolutions at various speeds to address the issue of object scale 

fluctuations as well as enlarge the receptive field while maintaining the spatial 

dimensions of the feature maps. The ASPP consists of a series of parallel, dilated 

convolutions with varying rates, followed by a concatenation of the outputs of those 

convolutions. Before upsampling back to the original resolution, the ASPP module 

processes features from the encoder. In [2], DeepLabV3 was chosen to train on a large 

publicly available EchoNet-Dynamic dataset [6], containing 20,060 annotated images 

from 10,030 patients. Random samples of echocardiographic images and corresponding 

masks from the EchoNet-Dynamic dataset are shown in Figure 1. 

 

Figure 1. Random samples of echocardiographic images and corresponding masks from the 

EchoNet-Dynamic dataset. 

3. Conclusions 

 

Different CNN models, UNet, segAN, and DeepLabV3, have been employed to 

segment the LV from 2D echo images automatically by researchers. The assessment 

metrics and segmented images show that all of these methods achieve high performance 

on LV segmentation. While contrastive learning is an open research problem, it can be 

concluded that it could lead to an improvement in cardiac ultrasound segmentation, 

especially when annotated data for the downstream task is limited. 
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