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Abstract -  The great variety of biologically inspired 
algorithms and the possibility of application in different 
fields of engineering initiates the application in the search of 
the space of possible values of the coefficients of empirical 
models for acoustic impedance. The application of two 
biologically inspired algorithms: beluga optimization (BWO) 
and the marine predators algorithm, as well as their 
hybridization, was investigated in the paper. In order to 
obtain satisfactory coefficients of empirical models, the BWO 
algorithm was modified by adding a part of the marine 
predators algorithm that refers to the change of search 
agents in the BWO algorithm. The new model provides 
satisfactory predictions of the sound absorption coefficient of 
open-cell polyurethane foams, compared to experimental 
results obtained in an impedance tube. In relation to the 
known empirical models for impedance where the constants 
are determined by the linear regression method, the hybrid 
algorithm provides satisfactory predictions of the sound 
absorption coefficient of polyurethane foams. 

1. INTRODUCTION 
Noise pollution is a serious environmental problem of the 
modern world. Due to the rapid development of the industry, 
which directly affects noise pollution, there are consequences 
for human health such as: stress, sleep disorders, 
cardiovascular problems and others [1]. Because of the 
negative impact on human health, it is very important to 
investigate the acoustic properties of materials that can be 
used in noise control. 
An effective tools used in noise control are porous materials. 
Porous absorption materials are characterized by a high sound 
absorption coefficient. Polyurethane foams are widely used in 
various industries and noise protection systems due to their 
excellent mechanical properties and availability in a wide 
range of densities and thicknesses. [2]. Еlastic porous foams 
PU with open cell are generally considered good sound 
absorbers [3].  
With the development of new materials, for application in 
noise control, it is necessary to find empirical and/or 
theoretical models, which implementation  would enable the 
determination of the acoustic properties of materials. 
Empirical models in combination with measurement results 
are used to determine the dependence of absorption 
coefficients as a function of frequency and thickness of the 
material. To determine the coefficients in the empirical 

model, Radičević [2], using the method of least squares, 
proposed a new empirical model for determining the acoustic 
properties of low-density polyurethane foams. The new model 
provides satisfactory predictions of the sound absorption 
coefficient of open-cell polyurethane foams, compared to 
experimental results obtained in an impedance tube. 
This paper presents the application of newer biologically 
inspired algorithms, namely the beluga whale algorithm, 
BWO (2022, [4]), as well as the marine predator algorithm, 
MPA (2020, [5]), for determining the coefficients in the 
empirical model for determiningsound absorption coefficient. 
In order to obtain the best possible solutions, hybridization of 
these two algorithms was also carried out. The model for 
determining the characteristic acoustic impedance was 
derived based on the known dependencies defined by Delany 
and Bazley [6].  
The accuracy of the results obtained by the proposed 
algorithms was checked by the results of measuring the 
absorption coefficients given in [2], and for the material 
polyurethane foam HR 3744. 

2. EMPIRICAL MODELS FOR DETERMINING 
ACOUSTIC PROPERTIES OF MATERIALS 
When selection a material, which is used in noise control, it is 
necessary to know sound absorption coefficient and the 
properties of the material under consideration. In the case of 
polymer foams, aforementioned provides the sound 
absorption coefficient at normal incidence αn  and the normal 
surface impedance ZN. These quantities can be determined by 
experimental measurements, using the transfer method, 
described in the standard EN ISO 10534-2 [7]. However, 
these sizes can be predicted based on material properties: 
porosity, air flow resistance, pore geometry, etc. Empirical 
models using these material properties can be used to estimate 
acoustic properties.  

The best-known and one of the first empirical models is the 
Delany-Bazley model [6], for determining the acoustic 
impedance and propagation coefficient of fibrous absorption 
materials. In this model, the only input parameter is the air 
flow resistance, which can be measured relatively easily. 
Dunn & Davern [8] retained the same form of equations 
developed by Delany & Bazley and calculated new values of 
regression constants for polyurethane foams. 
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2.1 Model for characteristic acoustic impedance  
In order to demonstrate the justification of applying a 
biologically inspired algorithm to determine the characteristic 
acoustic impedance, in this work, the model defined by 
Delany-Bazley was applied[6]. 
The dependencies in this model are given in Eqs(1) – (4), [2]. 
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where:  
ZCR, ZCI – real and imaginary part of the characteristic 

acoustic impedance, ZC; 
α, β – real and imaginary parts of propagation constant, Γ,  
σ – air flow resistance, 
f – frequency, 
ρ0  – the density of air and 
c0 – the speed of sound in the air 

Тhe sound absorption coefficient at normal incidence, αn, for 
a firmly supported layer of material of thickness d, can be 
obtained using expressions (5) and (6), with knowledge of 
characteristic acoustic impedance and propagation constant 
Γ. 
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The values of the sound absorption coefficient, which will be 
used to verify the proposed algorithm, are given in Table 1, 
[2]. These values were obtained by measuring in an 
impedance tube using the transfer function method between 
two microphones, described in the standard SRPS ЕN ISO 
10534-2 [7]. 

3. OPTIMIZATION ALGORITHMS 
In the last decades, methods have been developed that are 
increasingly better at solving complicated real-world 
optimization problems. The main characteristic of these 
methods is that they were created as inspiration from nature 
and for this reason they are called biologically inspired 
methods. Biologically inspired optimization algorithms 
belong to the group of metaheuristic optimization methods 
that simulate natural processes and systems when performing 
search activities in the space of potential solutions, [9].  
Among the best known, most popular, methods are: genetic 
algorithms (Genetic Algorithm - GA, John Holland, 1962), 

differential evolution (Differential Evolution - DE, R. Storn 
and K. Price 1996), particle swarm optimization (Particle 
Swarm Optmization - PSO, J. Kennedy and R. Eberhart in 
1995), ant colony optimization (ACO M. Dorigo in the late 
1990s), cuckoo search (CS – Xin-She Yang and Suash Deb, 
2007), firefly algorithm (FA - Xin-She Yang, 2008), bat 
algorithm (Bat Algorithm – BA -  Xin-She Yang, 2010), krill 
herd hlgorithm – (KHA – Amir H Gandomi and Amir H 
Alavi, 2012), gray wolf algorithm (Gray Wolf Optimizer, 
Seyedali Mirjalili, Seyed Mohammad Mirjalili, Andrew 
Lewis, 2014. 

Table 1 Absorption coefficient values for foam HR 3744, [2]   

The advantage of these algorithms is that they are flexible, 
can be applied to a large number of optimization problems, as 
well as their adaptability to the optimization problem. It is 
important to note here that the function optimized by these 
methods does not have to be differentiable and continuous, 
and that there is no limit to the number of variables to be 
optimized. However, perhaps the most important advantage 
of these methods is that they are all algorithmically conceived 
and, as such, can be improved with simple modifications, thus 
achieving greater efficiency in finding the optimal solution. 
In the continuation of the paper, two more recent algorithms 
are proposed: the beluga whale algorithm, BWO (2022, [4]), 
the marine predator algorithm, MPA (2020, [5]), as well as 
their hybridization. 

3.1 Beluga whale alghorithm  
Inspired by the behavior of the beluga whale while 
swimming, hunting and "falling", Figure 1, Changting Zhong, 
Gang Li and Zeng Meng proposed the Beluga Whale 
Algorithm (Beluga whale optimization – BWO) [4]. Belugas 
are social animals, living in groups that vary from 2 to 25 
members. It is observed that pair of belugas have been  
swimming in sync or in a "mirror" mode. Beluga whales 
generally feed in a group and attack prey by directing fish 
into shallow water, sharing information among themselves 
taking into account the position of the best candidate. Hence, 
they share information about the positions considering the 
best candidate. During migrations and hunting, belugas are 
threatened by humans, killer whales and polar bears, so a 
small number of belugas do not survive and end up on the 
seabed, this phenomenon is called "whale fall". 
These three dominant beluga whale behavior are 
mathematically formulated to form an optimization algorithm, 
[4]. 

Material thickness (cm) 
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For behavior modeling, beluga whales are considered as 
search agents that can move in the search space, changing 
their position vectors. Therefore, each beluga is a candidate 
for the best solutions, which is updated during optimization. 
The matrix to positions of search agents, [4]:  
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where:   
n – the population size of beluga whales,  
d – the number of variables being optimized. 

For each beluga whale (search agent), the obtained fitness 
values are stored as follows, [4]: 
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The BWO algorithm can transition from the exploration 
phase to exploitation depending on the balance factor, which 
is modeled as given in Eq. (7), [4]. 
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where:  
Т - the current iteration,  
Тmax – maximum iterative number,  
B0 – randomly changes between (0, 1) at each iteration. 

 
Fig. 1 Behaviors of beluga whales, (a) swim - exploration 

phase; (b) foraging - exploitation phase, (c) whale fall- whale 
fall phase.,[4] 

As previously stated, belugas swim in pairs in a synchronized 
or mirrored mode. The mathematical model of this behavior 
is given by the equation (8), [4] 
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where: 
Т – - the current iteration, 

    1
,
+T
jiX – the new position for the ith beluga whale on the jth 

dimension, 
pj,  ј = 1,2,…,d – is a random number selected from d, 

    T
pi j

X , – position of the ith beluga whale on pј variable, 

    T
pi j

X , и T
pi j

X ,  – the current positions for ith and rth beluga 

whale (r - randomly selected beluga whale) 
r1, r2 – random number between (0,1). 

Due to the improvement of convergence, the Levy flight 
strategy is introduced in the exploitative phase of the BWO. 
The mathematical model of beluga behavior during feeding is 
given by the equation (9), [4]. 
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where: 
Т – current iteration, 

T
iX  и T

rX – current position for the ith beluga whale 
and a random beluga whale, 

1+T
iX – the position of new position of the ith beluga 

whale, 
T
bestX – the best position among beluga whales,, 

r3, r4 – random number between (0,1) 
C1=2r4 (1 – T/Tmax) – random jump strength that 
measuring the intensity of Levy flight. 
LF - Levy flight function, [4]. 

To ensure a constant number of population sizes, beluga 
positions and step sizes of whale falls are used to determine 
the updated position. The mathematical model of the whale 
fall behavior is represented by the equation (10), [4]. 
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где је: 
r5, r6  и r7 – random numbers between (0,1) 
Xstep   – the step size of whale fall:  Xstep=f(ub, lb, C2)    
ub, lb – upper and lower boundary of variables 
C2 – step factor which is related to the probability of 

whale fall and population size, [4]. 
Based on all the given mathematical models and the 
mentioned approximations, in Figure 2, the proposed BWO 
algorithm is given in the form of a pseudo code, [4]. 

3.2 Мarine predator algorithm 
The Marine Predator Algorithm (MPA) is a metaheuristic 
algorithm that is biologically inspired by the feeding behavior 
of marine predators. This algorithm was proposed by Afshin 
Faramarzi, Mohammad Heidarinejad, Seyedali Mirjalili, 
Amir H. Gandomi [5]. When attacking prey, predators follow 
two strategies: Lévy, when prey concentration is low, and 
Brownian movement when prey is abundant. In order to make 
a trade-off between the two strategies, predators measure the  
ratio of velocity from the prey to them.  
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Fig. 2 Pseudo code of BWO algorithm,[4] 
The mathematical model of the MPA algorithm is presented 
below. Like most metaheuristics, MPA starts by initializing a 
set of solutions in the search space using Eq (11), [10]: 

 ( )minmaxmin XXrandXX −+=0  (11) 

where: 
Xmin, Xmax – lower and upper bound for variables,  
rand – uniform random vector in the range (0,1) 

Bassed on the survival of the fittest, the top predator is the 
best one at foraging. Based on this, the matrix of the best 
solution (top predator), the so-called Elite matrix, is formed 
(12).  This matrix array is used to find prey based on 
information about the position of the prey. 
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where: 
IX - represents the top predator vector, 

n – number of search agents, 

d – search space. 

In this algorithm, there is also a prey matrix, which serves to 
update the positions of the predators, 14. 
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The MRA optimization process is divided into three main 
optimization phases taking into account the different velocity 
ratio between predator and prey. The first stage can be 
considered when the velocity ratio between predator and prey 
is high. In contrast, unit ratio, predator and prey move at 
almost the same pace, and low speed ratios represent the 
second and third stages. Details of each step are addresed 
below. 

Phase 1. High velocity ratio (v ≥10), 
Space search (prey search) is represented by the equation 
14.,[5]. 

 iterMaxIterWhile _
3
1  <   

 ( )iBiBi eyREliteRstepsize Pr⊗−⊗= , i =1,..,n 

 iii stepsizeRPeyey ⊗⋅+= PrPr  (14) 
where: 

BR – vector containing random numbers based on Nor- 
mal distribution representing the Brownian motion,  
P = 0,5 – constant number,  
R  – vector of uniform random numbers in [0,1],  
Iter – the current iteration,  
Маx_Iтеr – maximum number of iterations. 

Phase 2. Unit velocity ratio (v ≈1), 
This phase occurs in the intermediate phase of optimization 
process, where exploration gradually changes to exploitation. 
In this phase, both exploration and exploitation are important. 
Therefore, half of the individuals are designated for research, 
and the other half for exploitation. In this phase, the prey is 
responsible for the hunt and the predator is responsible for the 
search. The mathematical model of this phase is represented 
by the following equations 15., for the first half of the 
population [5].  

iterMaxIteriterMaxWhile _
3
2 _

3
1 <<  

 ( )iLiLi eyREliteRstepsize Pr⊗−⊗= , i =1,..,n/2 

 iii stepsizeRPeyey ⊗⋅+= PrPr  (15) 
For the other half of the population, the model is represented 
by Eq. 16., [5]. 

( )iiBBi eyEliteRRstepsize Pr−⊗⊗= , i = n/2,..,n 

 iii stepsizeCFPEliteey ⊗⋅+=Pr  (16) 
where: 

LR – vector of random numbers based on Lévy distri- 
bution representing Lévy movement. In this phase, the first 
half of the prey moves with the Levy strategy, while the other 
half moves with the Brownian movement strategy.  

CF – adaptive parameter to control the step size for 
predator movement and is generated using Eq. 17., [5]. 
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Phase 3. Low velocity ratio (v ≈1), 
This is the exploitation phase and is represented by Eq 18., 
[5]. 

iterMaxIterWhile _
3
2  >  

 ( )iiLLi eyEliteRRstepsize Pr−⊗⊗= , i =1,..,n 

                           iii stepsizeCFPEliteey ⊗⋅+=Pr         (18) 
The behavior of marine predators can be significantly 
affected by environmental issues, such as eddy formation or 
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the Fish aggregating Devices (FAD) effect. As a result, the 
predators spend 80% of their time searching for prey in the 
vicinity, while the rest of the time they search for prey in 
other environments. The FADs are considered as local optima 
and their effect as trapping in these points in search space. 
Consideration of these longer jumps during simulation avoids 
stagnation in local optima. The mathematical model of this 
behavior can be represented by Eq. 19.,[5].  
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where r is a random number in the range [0,1], a U  is the 
binary vector with arrays including zero and one. FADs=0.2 
indicates the influence of FADs on the updating process.  

MPA saves memory by saving the old prey position. After 
updating the current solution, the fitness values of the current 
solution and the previous solution are compared and declared 
the best, if the value of the previous solution is better than the 
current solution. The pseudo code of the MPO algorithm is 
given in Figure 3. 

 

Fig. 3 Pseudo code of the MPO algorithm,[5] 

3.3 Hybrid algorithm BW-MPA 
Hybridization of optimization algorithms is performed in 
order to obtain better solutions in a shorter time frame. 
Usually, similar algorithms are used for the combination of 
optimization algorithms, that is, algorithms that have the same 
or similar basis in nature. For this reason, the algorithms 
presented above were chosen. Namely, beluga whales are 
members of marine mammals, which can also be said to be 
predators, except that they hunt in groups.  

The hybridization of these two algorithms is reflected in the 
fact that each search agent, within the BWO algorithm, is 
positioned as the best predator from the MPA algorithm. 
Then, the search of the space of possible solutions is 
performed using the BWO algorithm, where after finding the 
best solution, an even better position of the agent from the 
BWO algorithm is checked and searched using the part of the 
MPA algorithm, Figure 4. 

4. RESULTS AND DISCUSSION 
The specificity of determining the coefficients of the 
empirical model of sound absorption is that the exact 
boundaries of the search space are not known in advance. In 
other words, the search space is infinite. With the selected 
empirical model, it is necessary to find eight coefficients, Ci, i 
= 1,…,8. The limits in which they are searched are in the 
range of –∞ tо +∞. These limits are defined by the vector 
values li for the lower limit, and ui  for the upper limit, Eq. 20. 
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Fig. 4 Pseudo code of hybrid BW-MPA algorithm 

For all three algorithms, BWO, MPA and BW-MPA, the 
algorithm parameters used are: 

The number of search agents is 20 
The maximum number of iterations is 1000. 

Algorithms were applied as suggested in the literature [4] and 
[5], that is, no modifications were performed. Conventionally 
speaking, the only modification that has been made is related 
to the hybridization of these algorithms. The first 
modification refers to the reduction of the search space, so 
that, after setting the limits of the variables, equation 20, the 
positioning of the best search agent was performed, using the 
MPA algorithm and the fitness values, obtained in this step, 
are used as a basis for defining the limits of the search space, 
equation 21, line 23, BW-MPA. 
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where  
d – number of variables,  

  Best
cPredator – the best solution of the objective 

function according to the MPA algorithm. 
The second modification refers to the incorporation of a part 
of the MPA algorithm, which attempts to check whether the 
best solution obtained by the BWO algorithm is also the best 
predator, lines 30 – 38, BW-MPA pseudocode, Figure 4. 
Figure 5 shows a comparative view of the results obtained by 
the proposed algorithms. 

 
Fig. 5 Results obtained by the proposed algorithms 

Figures 6, 7 and 8 show convergence curves in the process of 
searching for the best solution. 

 
Fig. 6 Iterative process in determining the coefficients, 
Ci,i=1,…,8; when implementing the BWO algorithm 

Analyzing the results given in figure 5, as well as the curves 
given in figures 6, to 8, it is observed that all three diagrams 
have an excellent convergence. Although, in practice, the 
search space is unlimited, Eq. 20, all three algorithms already 
enter the zone of the best possible solution after ten 
iterations.. 

By applying these modifications, it was expected that the 
hybrid algorithm works slower than the individual 
algorithms. From Figure 5, it can be seen that the search time 
is slightly longer than that of the BWO algorithm, and 
significantly less than that of the MPA algorithm. Here we 
should be honest and say that the duration of the search with 
the MPA algorithm is determined by the very nature of the 
algorithm: the number of iterations, at least  three cycles of 
adjustment within one iteration and the like, which in fact 
leads to an increase in the duration of the search compared to 
the BWO algorithm. 

 
Fig. 7 Iterative process in determining the coefficients, 

Ci,i=1,…,8; when implementing the MPA algorithm 

 
Fig. 8 Iterative process in determining the coefficients, 

Ci,i=1,…,8; when applying the hybrid BW-MPA algorithm 
Furthermore, the results obtained by applying these three 
algorithms to the determination of the coefficients in the 
empirical model for determining the sound absorption 
coefficient show that practically all three algorithms give 
approximate results, with slightly better results obtained by 
applying the BWO-MPA algorithm ∆ = 0.2474991507. This 
can be explained by the similar nature of the mentioned 
algorithms. 
The second conclusion can serve as a guideline for further 
research, and it would refer to the rapid convergence towards 
the best solution. This actually means that the algorithms can 
enter the space of possible local minima. In order to avoid 
this, and especially in the case of an infinite search space, it is 
necessary to modify these algorithms to avoid the possibility 
of entering the space of some of the local minima. 
Figure 9 shows the dependence of the sound absorption 
coefficient αn depending on the thickness of the material, d 
[m] and the frequency f [Hz], based on the obtained results of 
the coefficients, Ci, i = 1,..,8., from the Table in the Figure 5. 
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Fig. 9 Graphical representation of the sound absorption 

coefficient αn=F(f,δ) 

5. CONCLUSION 
In this paper, the application of the hybridized BWO-MPA 
algorithm is proposed, by combining a part of the MPA 
algorithm in the BWO algorithm. The proposed modification 
was reflected in the fact that the MPA algorithm was used to 
narrow the infinite search space. This was done by 
positioning the best search agent, applying the MPA 
algorithm, and the fitness values, obtained in this step, are 
used as a basis for defining the boundaries of the search 
space, equation 21, line 23, pseudocode from Figure 4. A 
further modification included part of the MPA algorithm in 
the search cycle of the BWO algorithm, which checks 
whether the best solution obtained by the BWO algorithm is 
also the best predator, lines 30 – 38, BW-MPA pseudocode, 
Figure 4. 
Fast convergence, when searching the infinite space of 
possible solutions, is good, however, it hides the danger of 
entering the space of a local minimum. Additional 
modifications of the proposed algorithm, in the continuation 
of the research, should remove or at least mitigate the danger 
of entering the local minimum space.  
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