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Abstract: This paper will present the results of speech recognition based on different Daubechies wavelet 

orders. Two speakers (one female and one male) were analyzed in two speech modes: normal and 

whisper. The patterns are used from the Whi-Spe database. As an input to the recognition system, the 

Daubechies wavelet feature vectors with different orders were used. As a back-end of the system, the 

standard Dynamic Time Warping method was considered. The results are given in the form of tables and 

histograms. They suggest which order of Daubechies is the most convenient for this kind of speech 

recognition. 
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1. INTRODUCTION

Whisper is one of the speech modes that is 

nowadays very often in use. The usage of mobile 

telephones is so popular. But, because the speech 

over the mobile phone can disturb other people 

around, the speaker usually turns to whisper. 

In the last two to three decades this speech mode 

has in the focus of many researchers. They 

analyzed different features related to whisper: 

vocal cord vibration [1], shape of glottis and 

larynx [2], formant frequency migrations [3, 4] 

entry levels, signal-to-noise ratio etc. 

To make a more realistic mathematical model of 

whispered speech the researchers used different 

tools and acoustical features. Hence, the most 

popular are related to Linear, Mel and Bark scales 

and their modifications. The whispered speech is 

transformed into a set of digital vectors and then 

these vectors are inputs to the system for training 

and testing. 

On the back-end of the Automatic Speech 

Recognition (ASR) system, there are different 

tools for recognition. The most popular are DTW 

(Dynamic Time Warping) [5], HMM (Hidden 

Markov Models) [6] and ANN/DNN (Artificial 

Neural Networks/Deep Neural Networks) [7]. 

In this paper for the acoustical features, the 

vectors of Discrete Wavelet transformation [8] are 

used with a specific family: Daubechies wavelet. 

They are chosen according to the Mel filter bank. 

For the back-end of this recognition system, DTW 

is used. 

This article is structured in the following way: 

Section 2 explains Discrete Wavelet 

Transformation with a focus on the Daubechies 

wavelet family. Seven different orders of this 

family were analyzed. Section 3 provides a figure 

and an explanation of how to extract DWT feature 

vectors and how to conduct the recognition. Each 

vector has 12 cepstral coefficients and they are 

based on 24 frequency subbands. Section 4 gives 

the results of these experiments. Finally, in 

Section 5 the conclusion is given with 

recommendations on what can be done in the 

future. 

2. DAUBECHIES WAVELET FEATURE

The Wavelet Transform (WT) is a mathematical 

technique used to overcome some shortcomings 

of the Fourier transform [8]. The Fourier 

transform gives the signal in the frequency 

domain but does not provide information about 

where these frequency components are present in 

time. With WT the processing signal is cut-off at 

certain points (in time) and transferred to the 

frequency domain. Mathematically it can be 

written as: 
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where f(t) is the processing signal and )(t  is a

”mother” function of the wavelet. “Mother” 

wavelet is represented as: 
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where s is a scaling factor and   is a shift 

parameter.  

The Discrete Wavelet Transform (DWT) is a 
special case of the Wavelet Transform [9]. It is 

practical for computer applications. It uses a 
“mother” wavelet in the form: 
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where j and k are integers. In practices, the 
sampling pattern is dyadic, so the “mother” 

wavelet is shifted by 
jk 2*   and scaled by 

j2  . 
Hence, the value of s is 2. 

The DWT is efficient in decomposing signals and 

provides the approximation and detail coefficients. 

Usage of the DWT is particularly powerful for 

signal compression, detecting changes in the 

signal, time series analysis, speech processing etc 

[8]. 

The DWT is uses the concept of multi-resolution 

analysis. An input signal is successively 

decomposed into many frequency bands or scales. 

The signal is going through multiple series of high-

pass and low-pass filters. As a result, the 

approximation (low-frequency) and detail (high-

frequency) coefficients are obtained and they are 

used further in signal processing. 

Different DTW wavelet families can be used for 

implementation. The most popular are: 

Daubechies, Coiflets, Symlets, Biorthogonal, Haar, 

Morlet, Mexican Hat, etc. used to simulate 

features such as frequency localization, linear 

phase characteristic, and orientation of speech 

signal [10]. 

The Daubechies wavelet family (introduced by 

Ingrid Daubechies) is a set of wavelets often used 

in DWT implementations. It has specific 

mathematical features that are suitable for signal-

processing tasks. 
The results presented in this paper are obtained 

with Daubechies wavelets with 7 different orders 

used (from ‘db2’ to ‘db8’). In the notation ‘dbx’, 

the number x stands for the number of 

coefficients in the wavelet function. 

Figure 1 presents Daubechies wavelet functions 

with different orders (from 2 to 8) used for this 

research. 

 db2 db3 db4 db5 

        
 db6 db7 db8 

    

Figure 1. Daubechies wavelets with different orders (‘db2’, ‘db3’, ‘db4’, ‘db5’, ‘db6’, ‘db7’ and ‘db8’ 

respectively) 

3. FEATURE EXTRACTION AND SPEECH 

RECOGNITION 

For these experiments, a part of the Whi-Spe 

database [11] which contains numbers was used. 

The database itself contains 10.000 digital speech 

patterns which represent normal and whisper 

speech. All patterns are recorded with a frequency 

22050 Hz, 16 bits per sample. 

Figure 2 depicts a block diagram for feature 

extraction. 

Firstly, the digital speech signal is coming to a 

block for “Framing/Overlapping”. The size of the 

frame was 192 samples, and the overlap was 

50%. The next block is the “Hamming window” 

and it weights the signal and puts the signal value 

to zero at the beginning and end of each frame. 

After that, the “Wavelet transformation” block is 

applied.  For this transformation, the spectrum 

from 0 Hz to 11025 Hz is divided into 24 subbands 

following the Mel scale. 

 

Figure 2. Block diagram for feature extraction 
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Based on a wavelet tree with six decompositions, 

an energy for each subband is calculated as [12]: 

𝑆𝑖 = ∑ [(𝑊𝜑𝑚𝑒𝑖 𝑥)(𝑖),𝑚]2/𝑁𝑖 (4) 

where 𝑊𝜑𝑥 is the Wavelet packet transformation of 

x; i – subband frequency index (i= 1,2,3,…L); (In 

this case L=24); 𝑁𝑖 - number of coefficients in ith 

subband.  

The last step is the application of DCT (Discrete 

Cosine Transformation). The outputs are Subband 

Cepstral Coefficients (SBCC). They are obtained 

by using the following formula: 
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where k=1,2,…N (N is a number of SBC 

coefficients, in this case N=12). 

Hence, the feature vector which is used for speech 

recognition contains 12 SBCC elements, and all 

input signals are transferred into a set of these 

vectors. 

For these experiments from the Whi-Spe database 

[11], two speakers are chosen: one female 

speaker (denoted as “Speaker1”), and one male 

speaker (denoted as “Speaker6”). The patterns of 

these speakers were in both modes (normal and 

whisper) and contain pronunciation of fourteen 

numbers (IPA notation): /nula/, /jedan/, /dva/, 

/tri/, /tʃetiri/, /pet/, /ʃest/, /sedam/, /osam/, 

/devet/, /deset/, /sto/, /hiʎadu/, /million/. Every 

word is repeated ten times in both modes (normal 

and whisper). 

At the back-end of the recognition system, the 

DTW (Dynamic Time Warping) algorithm is applied 

[5]. It’s an old and reliable system and it’s based 

on dynamic programming. 

The recognition is conducted in the following way 

(for example): one set of 14 patterns of 

“Speaker1” in the appropriate mode (normal or 

whisper) is compared with nine remaining sets of 

14 patterns. If the first set is in the normal mode 

and the remaining nine sets in the normal mode – 

the results are called: Normal/Normal scenario 

(“N/N”). On a similar way, other three scenarios 

are produced: Whisper/Whisper (“W/W”), 

Normal/Whisper (“N/W”) and Whisper/Normal 

(“W/N”). To make the experiment consistent, it 

was mandatory to use the first set of 14 patterns 

as a reference. 

4. RESULTS

The results for these four scenarios are provided 

in the form of tables and histograms. The results 

are The Word Recognition Rate (WRR) is 

presented in percent (%).  

Tables 1. to 7. show the results of these 

experiments. 

Table 1. WRR (%) for Daubechies ‘db2’ order 

Speaker1 Speaker6 Average 

N/N 83.30 73.81 78.56 

W/W 71.43 65.08 68.26 

N/W 27.78 32.54 30.16 

W/N 24.60 19.05 21.83 

Table 2. WRR (%) for Daubechies ‘db3’ order 

Speaker1 Speaker6 Average 

N/N 90.48 80.16 85.32 

W/W 80.95 76.19 78.57 

N/W 30.16 35.71 32.94 

W/N 22.22 19.84 21.03 

Table 3 WRR (%) for Daubechies ‘db4’ order 

Speaker1 Speaker6 Average 

N/N 90.48 82.54 86.51 

W/W 79.37 71.43 75.40 

N/W 28.57 34.92 31.75 

W/N 25.40 20.63 23.02 

Table 4. WRR (%) for Daubechies ‘db5’ order 

Speaker1 Speaker6 Average 

N/N 90.48 84.92 87.70 

W/W 80.95 75.40 78.18 

N/W 30.16 31.75 30.96 

W/N 25.40 22.22 23.81 

Table 5. WRR (%) for Daubechies ‘db6’ order 

Speaker1 Speaker6 Average 

N/N 93.65 85.71 89.68 

W/W 83.33 76.19 79.76 

N/W 31.75 37.30 34.53 

W/N 23.02 23.81 23.42 

Table 6. WRR (%) for Daubechies ‘db7’ order 

Speaker1 Speaker6 Average 

N/N 91.27 90.48 90.88 

W/W 84.13 75.40 79.76 

N/W 30.16 35.71 32.94 

W/N 26.19 26.19 26.19 

Table 7. WRR (%) for Daubechies ‘db8’ order 

Speaker1 Speaker6 Average 

N/N 92.86 85.71 89.29 

W/W 82.54 76.98 79.76 

N/W 30.95 35.71 33.33 

W/N 25.40 23.81 24.60 

From the tables above it is obvious that the 

female speaker produced better results than the 

male speaker for the match cases (Normal/Normal 

and Whisper/Whisper).  

Figures 3.-6. describe WRRs in percent for all 

scenarios and all analyzed Daubechies orders.  
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Figure 3. Results for Normal/Normal scenario 

 

Figure 4. Results for Whisper/Whisper scenario 

 

Figure 5. Results for Normal/Whisper scenario 

 

Figure 6. Results for Whisper/Normal scenario 

Based on the histograms above it’s obvious that 

‘db7’ gives the best results for N/N (90.88%), 

W/W (79.76%) and W/N (26.19%) scenarios. 

After that ‘db6’ is a candidate for the second place 

(gives the best result for N/W (34.53%) scenario), 

but also ‘db8’ is very close. 

5. CONCLUSION 

The results of this research can be summarized in 

a few sentences:  

- Usage of different Daubechies orders can 

impact the recognition of speech. 

- The higher order consumes more computer’s 

time. 

- The experiments with orders from 2 to 8 

suggest the best is to use ‘db7’. 

Further research may be focused on including all 

speakers and all patterns for the Whi-Spe 

database and make this result more reliable. Also, 

including vectors with delta coefficients, delta-

delta coefficients and applying the cepstral 

normalization techniques (i.e. CMS) [13] the 

results for mismatch scenarios (N/W and W/N) 

should be improved. The research can incorporate 

speaker-independent scenarios and different 

methods on the back-end of ASR (i.e. HMM, DNN 

etc.) and also may take in consideration noisy 

environments. 
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