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PREDGOVOR 

U oktobru se na Fakultetu inženjerskih nauka Univerziteta u Kragujevcu tradicionalno održava skup 
istraživača i naučnika koji se bave proučavanjem motornih vozila, motora i drumskog saobraćaja. Od 
1979. do 2004. godine održano je trinaest bienalnih MVM simpozijuma koji su 2006. prerasli u 
Međunarodni kongres MVM. Od tada je održano devet MVM kongresa, a oktobra 2024. godine Fakultet 
inženjerskih nauka je organizovao deseti međunarodni kongres MVM od 10. do 11. oktobra 2024. 
godine. 

Na deseti kongres Motorna vozila i motori, MVM2024 dostavljen je veliki broj naučnih radova iz Srbije i 
inostranstva. Kongres tradicionalno podržavaju Ministarstvo za nauku, tehnološki razvoj i inovacije 
Republike Srbije, Univerzitet u Kragujevcu, Fakultet inženjerskih nauka i međunarodni časopis „Mobility 
and Vehicle Mechanics“. 

Tema Kongresa MVM 2024 bila je „Ekologija – Bezbednost vozila i na putevima – Efikasnost“. Tokom 
ovog istraživačkog putovanja, učesnici su puno naučili kroz rad na različitim sekcijama, koje su pokrivale 
širok spektar tema u vezi sa inženjerstvom u automobilskoj industirji, od fundamentalnih istraživanja do 
industrijskih primena, naglašavaju interakciju između vozača, vozila i životne sredine i stimulišući 
naučnu interakcije i saradnju. 

Međunarodni naučni odbor u saradnji sa organizacionim odborom izradio je podsticajan naučni 
program. Program je ponudio preko 54 prezentacije radova, uključujući predavanja po pozivu i radove 
u sekcijama. Prezentacije na ovom kongresu obuhvatile su aktuelna istraživanja u oblasti motornih 
vozila i motora sprovedena u 12 zemalja iz celog sveta. 

Zadovoljstvo nam je bilo što su nam uvodničari bili profesor Emrulah Hakan Kaleli (sa Tehničkog 
univerziteta Yıldız, Turska), profesor Ralph Putz (sa Univerziteta Landshut UAS, Nemačka) i profesori 
Nenad Miljić i Slobodan Popović (sa Univerziteta u Beogradu, Srbija). Izazovi i rešenja u korišćenju 
vodonika kao goriva za motore sa unutrašnjim sagorevanjem, korišćenje aditiva nanoborne kiseline 
dodatog u motorno ulje, kao i evropska politika o budućoj mobilnosti na putevima su bile teme uvodnih 
predavanja. 

Sigurni smo da je ovaj program pokrenuo živu diskusiju i podstakao istraživače na nova dostignuća. 

10. Kongres MVM 2024. finansijski je podržalo Ministarstvo za nauku, tehnološki razvoj i inovacije 
Republike Srbije. 

Zahvaljujemo se iskusnim i mladim istraživačima koji su prisustvovali i prezentovali svoju stručnost i 
inovativne ideje na našem kongresu. 

Posebnu zahvalnost dugujemo članovima međunarodnog naučnog odbora i svim recenzentima za 
njihov značajan doprinos visokom nivou kongresa. 

 

Naučni i organizacioni komitet Kongresa MVM2024 

 

 

  

  



FOREWARD 

In October, the Faculty of Engineering University of Kragujevac traditionally holds gatherings of 
researchers and academics who study motor vehicles, engines and road traffic. From 1979 to 2004, 
thirteen, biennal MVM Symposiums have been held and they grew into an International Congress MVM 
in 2006. Since then, ninth MVM Congresses have been held, and in October 2024, the Faculty of 
Engineering organized the tenth International Congress MVM from 10th to 11th October 2024. 

A large number of scientific papers from the Serbia and abroad were submitted to the tenth Congress 
“MVM2024”. Congress is traditionally supported by the Ministry of Science, Technological Development 
and Innovation of the Republic of Serbia, University of Kragujevac, Faculty of Engineering and the 
International Journal “Mobility and Vehicle Mechanics”.  

The theme of the Congress MVM 2024 was "Ecology - Vehicle and Road Safety - Efficiency". Along this 
journey we learned from the various sessions, which broadly cover a wide range of topics related to 
automotive engineering from fundamental research to industrial applications, highlight the interaction 
between the driver, vehicle and environment and stimulate scientific interactions and collaborations. 

The International Scientific Committee in collaboration with the Organising Committee built up a 
stimulating scientific program. The program offered over 54 presentations, including key-note speakers 
and paper sessions. The presentations to this conference covered current research in motor vehicle and 
motors conducted in 12 countries from all over the world. 

We were pleased to have professor Emrullah Hakan Kaleli (from Yıldız Technical University, Türkiye), 
professor Ralph Pütz (from Landshut University UAS, Germany) and professors Nenad Miljić and 
Slobodan Popović (from University of Belgrade, Serbia) as the keynote speakers, addressing 
Challenges and solutions in using hydrogen as a fuel for internal combustion engines, using nanoboric 
acid (nBA) additive added in engine oil, as well as European policy on future road mobility. 

We are sure this program will trigger lively discussion and will project researchers to new developments. 

The 10th Congress MVM 2024 was financially supported by the Ministry of Science, Technological 
Development and Innovation of the Republic of Serbia. 

We would like to thank experienced and young researchers, for attending and bringing their expertise 
and innovative ideas to our conference. 

Special thanks are due to the International Scientific Board Members and all reviewers for their 
significant contribution in the high level of the conference. 

 

Scientific and Organizational committee of Congress MVM2024 
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MVM2024-030

Vesna Ranković1

Andrija Đonić2

Tijana Geroski3

ROAD TRAFFIC ACCIDENTS PREDICTION USING 
MACHINE LEARNING METHODS

ABSTRACT: Road traffic accidents are identified as a significant societal issue based on extensive and 
comprehensive research in public health and traffic safety. Such incidents lead to significant negative outcomes, 
including human casualties, economic consequences, vehicle damage, and significant medical costs. Developing 
predictive models is crucial for identifying risk factors associated with accidents, thereby improving understanding 
of accident causes and enabling more effective prevention interventions. The occurrence of traffic accidents is 
influenced by a multitude of factors, including driver behavior, vehicle characteristics, weather conditions, road 
volume, road geometry, type of road, road conditions, speed limits, frequency of police controls, etc. In this paper, 
machine learning (ML) techniques are used to develop the traffic accident prediction model due to the non-linear 
relationship between input and output variables. The research investigates the influence of certain input variables 
on the number of traffic accidents, as their optimal choice significantly affects the prediction performance. The 
random forest, support vector machine, and neural networks are employed for data preprocessing and model 
development. Statistical indicators are used to evaluate the performance of the developed models. Based on the 
obtained performances, the developed ML models accurately predict the number of traffic accidents.

KEYWORDS: road safety, road accident, prediction, machine learning, feature

INTRODUCTION

Road traffic accidents constitute a serious global issue with significant impacts on human lives and national 
economies. According to the World Health Organization's Global Road Safety Report 2023 [20], the number of road 
traffic deaths in 2021 of 1.19 million worldwide represents a 5 % decrease compared to the number of deaths 
recorded in 2010. Besides the loss of human lives, traffic accidents also impose significant economic 
consequences. In 2019, the total socio-economic costs of traffic accidents in the Republic of Serbia amounted to 
8.8 % of the gross national product [12]. Countries around the world have revised their road safety policies and 
strategies while incorporating new technologies to mitigate road accidents and their consequences. These efforts 
are aimed at enhancing traffic safety and reducing the severity of accidents [6].

Data-driven road safety models are crucial for evaluating the effectiveness of applied safety measures and policies, 
enabling their continuous improvement in order to reduce the number of traffic accidents. In the literature, various 
techniques for predicting, classifying, and analyzing traffic accidents have been proposed [9]. The factors 
influencing the number of traffic accidents are numerous and complex. They include technical aspects of roads and 
vehicles, vehicle speed, traffic density, as well as human factors such as driver behavior, level of concentration and 
fatigue, and weather conditions [2].
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Models based on classical statistical methods, such as the Poisson regression model and negative binomial 
regression model, have limitations in predicting the number of traffic accidents due to the complex non-linear 
relationships between input and output variables [11].

To overcome the limitations of traditional statistical methods, various machine learning and deep learning 
techniques have been applied to traffic safety analysis [5]. These techniques are suitable for modeling flexibility, 
ability to learn and generalize from data, and high predictive accuracy. Consequently, machine learning models are 
considered robust and accurate tools in traffic safety research. Artificial intelligence techniques enable the 
discovery of patterns and relationships in traffic data that were previously difficult to detect using conventional 
methods. Ali et al.[3] conducted a comprehensive review of machine learning-based models designed to predict 
different aspects of traffic accidents. The models encompass predicting crash occurrences, forecasting crash 
frequencies, and estimating the severity of injuries resulting from crashes. Analysis indicates that a significant 
amount of research has focused on machine learning-based models for predicting injury severity.Almamlook et al. 
[4] developed a model to binary classify the severity of traffic accidents using various machine learning methods, 
including AdaBoost, logistic regression, naive Bayes, and random forests.

Gorzelanczyk [10] employed neural network time series prediction using a multilayer perceptron to forecast the 
number of road accidents. Raja et al. [16] utilized different recurrent and feedforward neural network architectures 
for classifying severity levels in accidents (slight, serious, and fatal) and used the long short-term memory (LSTM) 
model for time series forecasting of the number of accidents. The dataset includes various attributes such as 
personal details, specifics of the accidents, environmental factors, vehicle information, and road characteristics. 
Singh et al. [19] used a multilayer perceptron with four hidden layers for predicting road accident frequencies on 
highways. The sixteen input variables belonging to road geometry, traffic, and road environment were considered 
as potential inputs to the model. García de Soto [7] developed two neural networks with one hidden layer each to 
predict the number of accidents with light injuries, severe injuries and fatalities, on open roads and in tunnels.  The 
models utilized continuous input variables such as annual average daily traffic, percentage of heavy traffic, average 
curve radius, mean positive slope, mean negative slope, longitudinal evenness rating, and surface adhesion rating,
as well as categorical variables like posted speed limit and the number of lanes per direction.

This paper utilizes machine learning models to accurately predict the number of road accidents. The performance 
of feedforward neural networks, support vector machines, and random forest is compared, due to the fact that 
these models have been shown as the most appropriate in similar problems. The proposed models are applied to 
selected sections of IB order roads in the Republic of Serbia. Ten features are considered, and the feature 
importance values are calculated using the RF classifier.

METHODOLOGY

Feedforward neural network, support vector machine and random forest are supervised learning algorithms that 

require a labeled training dataset. The training dataset consists of m samples 
1

,
m

k
k

k
yx , where k nnx

represents the input variables of the kth element of the training data set and ky denotes the corresponding 
target output. 

Feedforward neural network
In this paper, a multi-layer perceptron with one hidden layer was used. The output of the neural network with n 
inputs, one output, and one hidden layer with Z neurons is computed as follows:

1, 2 , 1 1 1 2
1 1

Z n

FNN ij j i j
j i

y f x b b (1)

where: y is the output of the neural network, 1, 2j denotes is the weight from the jth hidden neuron to the output, 

f is the activation function in the hidden layer, , 1j i denotes he weight from the ith input to the jth hidden neuron, 

ix is the ith input, 1jb is the bias for the jth hidden neuron, 1 2b is the bias for the output neuron.

The performance of a neural network with a single hidden layer depends on the hyperparameters, which should be 
carefully chosen. Hyperparameters are the number of hidden neurons that determines the complexity and capacity 
of the layer, the type of the activation function of these neurons, the algorithm used for training as well as the 
parameters of the selected algorithm. Optimization strategies for the FNN involve the use of both conventional and 
metaheuristic approaches [13].
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Support vector regression 
Support Vector Regression (SVR) is a type of SVM used for regression tasks. Unlike traditional regression 
methods, SVR aims to find a function that approximates the data within a specified margin of tolerance ( ), while 
maximizing the margin between parallel hyperplanes [18].

*

1

nSVR

SVR i i i
i

y K , bx x (2)

where: nSVR is the number of support vectors, i and *
i denote the Lagrange multipliers, iK ,x x is the kernel 

function that measures the similarity between the support vector ix and the new sample x , b is the bias.

In Support Vector Regression (SVR), various types of kernel functions are employed to establish the relationship 
between input features and target variables. These include:

Linear kernel:
T

i iK ,x x x x (3)

Polynomial kernel:,
dT

i iK , + rx x x x (4)

Radial Basis Function (RBF) kernel:

2exp
2σ

i
iK ,

x x
x x (5)

where: r , d and represent the parameter of the kernel function.

The choice of kernel function (linear, polynomial, RBF) and its parameters significantly influences the model's 
ability to capture non-linear relationships and its overall predictive performance. Additionally, fine-tuning the 
regularization parameter C and the tolerance parameter is essential for optimizing the trade-off between model 
accuracy and its generalization capabilities [1].

Random forest
Random Forest (RF) is a robust machine learning algorithm that utilizes multiple decision trees to predict 
outcomes. Each tree in the forest is trained on a random subset of the training data and features. This ensemble 
technique effectively reduces overfitting by averaging predictions across diverse trees, thereby enhancing accuracy 
and capturing complex relationships between input variables and the target output. In regression tasks, the 
Random Forest model computes its prediction by averaging the outputs of all individual trees in the forest.
The overall output of the random forest model for input x is computed by averaging the predictions from all trees:

1

1 y

i

N

RF RF
it

y y
N

x x (6)

where: tN denotes the total number of trees in the random forest ensemble, 
iRFy x represents the prediction of 

the ith tree for the input x .

The RF model's hyperparameters include the number of candidate variables randomly selected for each split, the 
sample size determining how many observations are randomly sampled for each tree, whether the sampling is 
done with or without replacement, the minimum number of observations required in a terminal node, the minimum 
number of observations required to split a node, the total number of trees in the ensemble, and the criterion used 
for splitting nodes [15]. These parameters collectively influence the RF model's performance and its ability to 
generalize effectively to new data.

RESULTS AND DISCUSSION

The paper discusses part of the roads of the IB order in the Republic of Serbia. The set contains data on 113
sections of roads 22, 23, 33, 34 and 39, Figure 1. Data on section length, annual average daily traffic volume and 
the number of traffic accidents are extracted from the Public enterprise roads of Serbia [14] and Road traffic safety 
agency (Republic of Serbia) [17]. Data on terrain type, curvature, lane width are taken from [8].
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Figure 1 Part of the first and second class roads in the Republic of Serbia.

Section Length (km) - SL, the Annual average daily traffic volume - AADT (veh/day), and the number of traffic 
accidents are continuous variables, while Terrain type - TT (type 1-level, type 2-rolling, type 3-mountainous), 
Curvature (curve 1-minimal, curve 2-severe, curve 3-serpentine), and Lane width (5–6 m, >6 m) are categorical 
variables.The summary statistics of continuous variables are shown in Table 1.

Table 1 The summary statistics of continuous variables
SL (m) AADT (veh/day) TA

Mean 8791.59 6464.72 9.97
SD 7799.58 4970.31 11.81
Min 200 244 0
Max 46900 25581 70
Var 6.08 x 107 2.47 x 107 139.44

As part of data preprocessing, the initial set is prepared and optimized for algorithm performance. Scaling of the 
numerical attributes (Section Length, Annual Average Daily Traffic Volume, and the number of traffic accidents) to 
a range of 0 to 1 is performed to achieve greater numerical stability, faster data processing, and increased model 
stability. Regarding categorical variables (Terrain Type, Curvature, and Lane Width), one-hot encoding is applied, 
which separates these variables into individual inputs based on their values. This results in obtaining 10 input 
attributes and one output. Outlier detection is also applied using the Isolation Forest method, which leads to noise 
reduction in the data and improved model performance. Six instances classified as outliers are detected and 
removed from the dataset, reducing the final set to 107 instances or rows in the table.

The prediction performances of the machine learning models are calculated using the correlation coefficient (r), the 
mean absolute error (MAE) and the root mean square error (RMSE):
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N

pk p k
k

N N

pk p k
k k

y y y y

y y y y
(7)

412



1

1MAE
sN

pk k
ks

y k y
N

(8)

2

1

1RMSE
sN

pk k
ks

y y
N

(9)

where pky and ky denote the model output and the measured value respectively; py and y denote their average 
respectively, and sN represents the number of observations in the data set.

The forecasting models have been implemented in Python.
A neural network with ten inputs is configured with a single hidden layer where the number of neurons is varied. 
After evaluating the model's performance with unipolar and bipolar sigmoid activation functions in the hidden layer, 
the best results are achieved with 16 neurons using the Rectified Linear Unit (ReLU) activation function. The 
network is trained using the Adam (Adaptive Moment Estimation) optimizer with mean squared error as the loss 
function over 100 epochs, with a batch size of 8, to predict the number of traffic accidents.

The SVR model achieved the best performance with the RBF kernel ( 0.1), regularization parameter C set to 
100, and tolerance parameter set to 0.01, determined through the grid search methodology

The parameters of the random forest model are configured as follows: the number of candidate variables randomly 
selected for each split (max_features) is set to 'auto';  the sample size determining how many observations are 
randomly sampled for each tree (max_samples) is set to None; whether the sampling is done with or without 
replacement (bootstrap)is set to True; the minimum number of observations required in a terminal node 
(min_samples_leaf) is set to 1 and the criterion used for splitting nodes (criterion) is set to 'mse'. Through the 
application of the grid search method, the total number of trees in the ensemble (n_estimators) and the minimum 
number of observations required to split a node (min_samples_split) were adjusted to 150 and 4, respectively.

Table 2 presents the performance of the trained models and the hyperparameters adjusted for model optimization. 
Metric results are separately shown for the training and test sets.

Table 2 Performance parameters of the models and hyperparameters
Model Data set R RMSE MAE Hyperparameters

Random forest Training 0.94 4.25 2.53 n_estimators = 150, min_samples_split = 4Test 0.87 4.63 3.62

SVM Training 0.82 7.18 4.01 kernel='rbf',  C = 100, 0.01, 0.1Test 0.79 5.65 3.96

Neural netork
Training 0.85 6.35 3.98 optimizer='adam', loss='mean_squared_error',

epochs=100, batch_size=8, number of neurons 
in the hidden layer=16, activation function of the 
hidden neurons: ReLUTest 0.84 4.83 3.52

Based on the results from Table 2, it can be concluded that the best predictions for traffic accident frequency were 
achieved using the Random Forest (RF) algorithm.

Given that the Random Forest model achieved the best results among the three trained in this study, it is taken as 
representative and used to show the impact of input attributes on the output. 

In this paper, the built-in Gini importance method is used to evaluate feature importance, known for its simplicity 
and efficiency in assessing the contribution of each feature in the model. After training the model, the importance of 
the features is extracted using the feature_importances_ attribute, which is part of the trained Random Forest 
model. The importance of the features is sorted in a created DataFrame in descending order and then visualized in 
a horizontal bar chart shown in Figure 2.

Figure 2 illustrates that both section length and annual average daily traffic volume exert the greatest influence on 
the frequency of traffic accidents. Following these factors, terrain type emerges as a significant parameter, 
particularly type 2 (rolling) and type 3 (mountainous). Additionally, the curvature attributes, particularly curve 2 
(severe), curve 3 (serpentine), and curve 1 (minimal), also contribute significantly to accident frequency. At the very 
end is the Lane width attribute, with 5–6 m followed by >6 m, between which TT type 1-level is positioned. 
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Figure 2 Feature importance in Random Forest Model

CONCLUSIONS

This study confirm the effectiveness of machine learning methods, especially support vector machines, neural 
networks and random forests, in predicting traffic accident occurrences. Evaluation of these models using 
established statistical metrics consistently demonstrates the superior predictive performance of random forest. For 
the training set, R, MAE, and RMSE are 0.94, 2.53, and 4.25 respectively, while for the test set, these values are 
0.87, 3.62, and 4.63. Furthermore, the use of random forest for feature importance analysis provided detailed 
insight into the significant predictors affecting accident frequency.

These models are crucial for optimizing traffic management strategies by enabling precise prediction of risks and 
potential accidents on roads. Their application allows targeted allocation of safety resources, including more 
efficient deployment of police, emergency services, and other resources at locations where the likelihood of 
accidents is higher. Additionally, these models facilitate planning of preventive measures such as road 
improvements, additional signage, changes in traffic organization, or speed adjustments in specific road sections, 
all aimed at reducing accidents and enhancing the safety of all road users. Furthermore, they can significantly aid 
in the design and planning of future road infrastructure, ensuring safer and more effective road networks. 
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