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Featured Application: Featured Application: The algorithms and procedures presented in this
paper were developed to increase robustness of FEM solvers used in Dam Monitoring Systems,
allowing easy adaptation by inclusion of new measuring points.

Abstract: In this paper, we focused on the advancement of Dam Monitoring Software that incorporates
the Finite Element Method (FEM), as these large infrastructure constructions are crucial for ensuring
a dependable water supply, irrigation, flood control, renewable electric energy generation, and safe
operation, which is of utmost importance to any country. However, the material properties and
geotechnical environments of dams can change (deteriorate) over time, while the standards and legal
norms that govern them become more and more rigorous, so in order to accurately assess the state
of a dam and detect any concerning behavior, the software must be updated as well. The custom-
developed FEM solver, unlike many commercial alternatives, is adaptable and can be reconfigured to
function within a Dam Monitoring System. In this paper, we present the procedure for interpolating
numerical values at measurement points, when the position of the measurement point does not
align with the node of the element, allowing for additional instrument locations to be added to the
monitored system without the need for remeshing the numerical model. This procedure is used to
compare the actual pore pressures and temperature values of the concrete dam structure with the
prediction of the numerical model, and the agreement is much greater with the new interpolation
algorithm in comparison to the nearest nodal values, with the average relative difference for pore
pressure reduced from 8.89% to 8.10%, justifying this implementation.

Keywords: finite element method; finite element interpolation; piezometer measurements; dam
monitoring system; structural health monitoring; hydrological monitoring

1. Introduction

The construction of a dam and the formation of a reservoir upstream can provide
multiple benefits, including the use of the dammed watercourse for processing into drinking
water [1], irrigation [2], electricity generation [3], and flood control [3]. Ensuring the safety
of a dam is crucial for the protection of private and public property, the environment, and
the economic development of the surrounding area [2]. Safety regulations for dams [4] aim
to ensure that they can perform their intended functions without causing harm to people,
the environment, or property [5]. Like all structures, dams have a limited lifespan [6] and
can be affected by changes in operating conditions (due to climate change) [7], construction
materials [8], and the geotechnical environment over time [9]. In addition, social and
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professional factors that impact safety criteria and risk may change, often as a result of
changes in standards and legal norms. The need to monitor the condition of a dam over
time [10] becomes more important as the material ages and deteriorates [8], especially in
light of the increasing frequency of extreme droughts and floods due to climate change [11].
These floods and droughts can significantly increase or decrease ground water levels, and
consequently values of pore pressure. Dams that were built decades ago now face more
extreme load cases, which were far more favorable at the time of their construction.

The technical monitoring of a dam using measuring instruments [12] is a crucial part
of dam operation management, with the goal of preventing the possibility of damage,
collapse, and uncontrolled water discharge [13]. The purpose of technical observation is
to measure a range of relevant values and determine whether the actual condition of the
dam is consistent with the predicted behavior [10]. Hence, the goal of data collection is
to provide sufficient information to identify and detect processes that could compromise
the safety of the facility [14]. The system for technical monitoring and data collection has
evolved over time [15], leading to the need for standardization of data [14]. As a result, the
collection, acquisition, archiving, processing, and use of technical monitoring data form
a modern Dam Monitoring System (DMS) [16]. The concept of dam safety management
includes a series of procedures designed to create a physically based, software-supported
system that will ensure the collection of all data that are important for dam safety [16].
The analysis and interpretation of these data through mathematical models of relevant
processes allow for the identification of appropriate actions to ensure the safety and stability
of dams.

Mathematical models for predicting the behavior of dams [17] are an important part
of DMSs and their improvement is the main focus of this paper. These models provide an
estimated response of a dam to a given load and can be compared with measurements to
determine the safety of the dam [18]. There are several types of models that can be used to
predict dam behavior, including statistical models [19], deterministic models, and mixed
hybrid mathematical models [20]. Statistical models are based solely on past monitoring
data and explain the relationship between loads and dam behavior [21]; however, their
parameters do not have physical meaning [22]. Models based on multiple linear regression
(MLR) are commonly used for prediction due to their simplicity and quick calculation [23].
Deterministic models, on the other hand, require the solution of differential equations.
Solving closed-form differential equations can be difficult, so many models are based on
numerical methods such is the Finite Element Method (FEM) [24–28].

An example of FEM-based software used in geomechanics, GeoStudio Core, includes
specialized solvers: SLOPE/W [29], SEEP/W [30], and SIGMA/W [31].

PLAXIS is another well-known advanced three-dimensional geotechnical engineering
software that uses finite element analysis [32,33].

General purpose FEM solvers like ABAQUS and Ansys can also be used in geo-
engineering [34–37].

A disadvantage of previously described commercial general purpose and specialized
FEM software is its difficult integration into DMSs.

Custom-made FEM solvers, such as 3DFE, have been developed for automatic moni-
toring data analysis and dynamic analysis of dam–reservoir–foundation systems, using
a solid–fluid coupled formulation to account for dam–water interactions, and include
modules for complex modal and seismic analysis [38].

In commercial software such as Ansys or ABAQUS, meshing/remeshing is performed
in just a few mouse clicks, but, unfortunately, academic, research-oriented, open source,
and highly specialized FEM software lack such capabilities. The algorithm presented in
this paper can easily be added to any FEM software, increasing simulation accuracy, while
removing the need for intricate remeshing.

This paper presents a novel and original implementation of an interpolation algorithm
used as a solution to the problem of subsequent modification of existing FEM dam models
in DMSs. Its relevance and contribution lie in the possibility of improving countless FEM
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codes with a simple algorithm which fills the narrow gap between commercial FEM solvers
and academic, research-oriented, open source, and highly specialized commercial software,
such as that used for DMS.

This algorithm can be used in the analysis of other FEM problems as well, not just for
geomechanics, but it is applicable for FEM only; other numerical methods such as FVM
or SPH use similar yet different discretization of continua, which means the interpolation
showcased in this paper cannot be implemented.

The remainder of this paper is structured as follows:
Section 2, “Materials and Methods”, describes the Hydropower Plant Djerdap and

the finite element model used for its DMS. Section 3, “Natural coordinate of the point
in tetrahedral element”, showcases the interpolation functions for the tetrahedral finite
element and presents the algorithm for determining the local coordinates of a particular
point within that element. Section 4, “Calculation of potential at measurement points
position”, outlines the procedure for calculating the potential at measurement points. In
Section 5, “Results and Discussion”, the results of pore pressure calculation and temperature
analysis are presented, and improvements over the old methodology using approximated
values calculated at nodes are discussed. Finally, Section 6, “Conclusions”, summarizes the
motivation behind this work, improvements to non-commercial software, and implications
for DMS accuracy.

2. Materials and Methods

The new algorithm will be showcased on the DMS for the Hydropower Plant Djerdap
(HPP Djerdap), which is a medium-head concrete dam located on the Danube River
approximately 943 km upstream from the river’s estuary into the Black Sea. The dam is
1278 m long, 55 m high, and has a base width of 46 m. It was constructed jointly by Romania
and the former Yugoslavia in 1970 and is now operated by Serbia and Romania, each with
six generators, seven spillways, and a ship lift. The power output of the Hydropower
Plant Djerdap depends on the amount of rainfall in the Danube River basin, with an
average annual production of 6000 GWh, which accounts for approximately 20% of Serbia’s
electricity generation [39,40].

To model the thermal, filtration, and stress-deformation processes at the Hydropower
Plant Djerdap dam (Figure 1), a three-dimensional finite element model of the dam was
created (Figures 2 and 3). The model was based on the dam’s three-dimensional geometric
model, the engineering–geological structure of the surrounding terrain, and the exploitation
conditions of the terrain, which was divided into eight geological areas. The dimensions
of the model are 400 × 442 × 50 m. Upstream and downstream ranges are both 200 m.
The FEM model includes the spillway (on the right in Figures 1 and 2) and power plant
(on the left in Figures 1 and 2). To accurately capture the dam’s behavior with as few
elements as possible, the model used a very fine mesh for the dam and a coarser mesh
for the surrounding terrain, with the mesh becoming increasingly coarse further from the
dam. The finite element mesh of the model was created using tetrahedral finite elements
with intermediate nodes (10 nodes per element). The structure was modeled in detail with
2,164,778 elements and 3,198,873 nodes. The finite element model of the dam was designed
to be integrated into a software system for safety analysis.
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The same finite element model was used for thermal analysis, fluid flow analysis
through a porous medium, and stress–strain analysis. The spillway of the dam is divided
into sections, known as lamellas. Lamela 10 is marked with the blue box in Figure 3; and
will be used to showcase interpolation procedure presented in this paper. In order to include
the positions of measuring devices in the FE model for all analyses, it is necessary to include
the positions of the thermometers and piezometers. However, incorporating the positions
of the measuring points in the FE model (by matching the position of the measuring point
with a FE node) can significantly increase the number of elements and nodes in the model.
Additionally, the positions of all measuring points may not be known at the time the FE
model is created, or new measuring points may need to be added subsequently. Therefore, a
procedure for calculating the numerical value (such as temperature, potential, displacement,
etc.) when the position of the measuring point does not align with a node in the model was
developed. The positions of the thermometers, manometers, and piezometers on lamella
ten in the model are shown in Figure 4. Thermometers (labeled as T-x) are marked in
Figure 4a, while manometers (labeled as M-x) and piezometers (labeled as P-x), which are
both instruments used to measure pressure (P), are marked in Figure 4b. Lamella ten is
marked in Figure 3.
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3. Natural Coordinate of Point in Tetrahedral Element

A three-dimensional (3D) hexahedral finite element is commonly used for modeling
three-dimensional bodies of general shape. A 3D hexahedral finite element can have a
different number of nodes, typically ranging from 8 to 21. For modeling complex, irregular
shapes like dams, tetrahedral finite elements with intermediate nodes are often used
(Figure 5) [41]. An arbitrary position of a measuring point (MP) in a tetrahedral element
with intermediate nodes is shown in Figure 5.
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Geometry interpolation functions [42] have the following form:

x =


x
y
z

 = HX (1)

where the variables are defined as follows:
x—is the coordinate vector of the point in the element,
H—is the interpolation matrix,
X—represents vector of node coordinates.
The vector of the node coordinates is given by Equation (2):

XT = [X1 Y1 Z1 X2 Y2 Z2 . . . . . . XN YN ZN ] (2)

The interpolation matrix is as follows:

H =

h1 0 0 h2 0 0 . . . . . . hN 0 0
0 h1 0 0 h2 0 . . . . . . 0 hN 0
0 0 h1 0 0 h2 . . . . . . 0 0 hN

 (3)

The interpolation functions for the tetrahedral finite element are given in Table 1 [42].
Midnodes of the tetra element are not used to calculate the local coordinates of the

measuring point. The coordinates of the measuring point MP (x, y, z) can be expressed using
the coordinates of the element in which it is located, according to Equation (1), as follows:

x = (1 − r − s − t)X1 + rX2 + sX3 + tX4
y = (1 − r − s − t)Y1 + rY2 + sY3 + tY4
z = (1 − r − s − t)Z1 + rZ2 + sZ3 + tZ4

(4)

with the following definitions:
X1, Y1, Z1; X2, Y2, Z2; X3, Y3, Z3; X4, Y4, Z4—the coordinates of the nodes of the tetra-

hedral element; r, s, t—the local coordinates of the measuring point MP.
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Table 1. Interpolation functions for the tetrahedral finite element.

i = 5 i = 6 i = 7 i = 8 i = 9 i = 10

h1 1 − r − s − t − h5
2 − h7

2 − h8
2

h2 r − h5
2 − h6

2 − h9
2

h3 s − h6
2 − h7

2 − h10
2

h4 t − h8
2 − h9

2 − h10
2

h5 4r(1 − r − s − t)
h6 4rs
h7 4s(1 − r − s − t)
h8 4t(1 − r − s − t)
h9 4rt
h10 4st

By solving the system of Equations (4), natural coordinates are obtained:

r =

{
x[Z1(Y3 − Y4) + Z3(Y4 − Y1) + Z4(Y1 − Y3)] + X1[Y3(Z4 − z) + y(Z3 − Z4) + Y4(z − Z3)]+

X3[Y4(Z1 − z) + y(Z4 − Z1) + Y1(z − Z4)] + X4[Y3(z − Z1) + y(Z1 − Z3) + Y1(Z3 − z)]

}
{

X2[Z1(Y3 − Y4) + Z3(Y4 − Y1) + Z4(Y1 − Y3)] + X1[Y3(Z4 − Z2) + Y2(Z3 − Z4) + Y4(Z2 − Z3)]+

X3[Y4(Z1 − Z2) + Y1(Z2 − Z4) + Y2(Z4 − Z1)] + X4[Y3(Z2 − Z1) + Y2(Z1 − Z3) + Y1(Z3 − Z2)]

} (5)

s =

{
x[Z1(Y4 − Y2) + Z2(Y1 − Y4) + Z4(Y2 − Y1)] + X1[Y2(z − Z4) + y(Z4 − Z2) + Y4(Z2 − z)]+

X2[Y4(z − Z1) + y(Z1 − Z4) + Y1(Z4 − z)] + X4[Y2(Z1 − z) + y(Z2 − Z1) + Y1(z − Z2)]

}
{

X2[Z1(Y3 − Y4) + Z3(Y4 − Y1) + Z4(Y1 − Y3)] + X1[Y3(Z4 − Z2) + Y2(Z3 − Z4) + Y4(Z2 − Z3)]+

X3[Y4(Z1 − Z2) + Y1(Z2 − Z4) + Y2(Z4 − Z1)] + X4[Y3(Z2 − Z1) + Y2(Z1 − Z3) + Y1(Z3 − Z2)]

} (6)

t =
−
{

[X3(Y1 − Y2) + X1(Y2 − Y3) + X2(Y3 − Y1)][X2(Z1 − z) + X1(z − Z2) + x(Z2 − Z1)]−
[X2(Y1 − y) + X1(y − Y2) + x(Y2 − Y1)][X3(Z1 − Z2) + X1(Z2 − Z3) + X2(Z3 − Z1)]

}
{

−[X4(Y1 − Y2) + X1(Y2 − Y4) + X2(Y4 − Y1)][X3(Z1 − Z2) + X1(Z2 − Z3) + X2(Z3 − Z1)]
+[X3(Y1 − Y2) + X1(Y2 − Y3) + X2(Y3 − Y1)][X4(Z1 − Z2) + X1(Z2 − Z4) + X2(Z4 − Z1)]

} (7)

The FE model of the dam was created using the program Femap [43]. To determine
the specific element in the entire model in which a measuring point is located, and to
determine the local coordinates of that measuring point, an Application Programming
Interface (API) [44] for the Femap program was developed. An API represents a user
interface for some implemented functionality that programmers can use to perform various
operations [44]. The Femap API is an object-oriented system, meaning that all of the finite
element model data are represented as discrete instances of objects that can be interacted
with by the user or other software [44]. For each application written, it is necessary to
define and reference a Femap application object that controls the connection between
the application and the Femap software [43]. The application object includes data and
functionality of a global nature, with properties that include all global settings of the Femap
session. Almost all functions provided by the Femap software menus are available as
methods within the application object [45–47].

The algorithm for determining local coordinates is shown in Figure 6. Before starting
the API, a file containing the positions of the measuring points must be loaded into the
model. The loaded coordinates of the measuring points are used to generate points in
the FE model. When the developed API subroutine is started, the user must first select
measurement points and elements in the model. The user can select all elements of the FE
model, which would be very inefficient, or a portion of the elements in which the measured
points are likely located.
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In the API subroutine, the first step is to determine the specific element in the model
in which the measurement point is located. To do this, “virtual” elements are created from
the nodes of the observed element and the measuring point. Practically, a real tetrahedral
element is divided into four “virtual” elements with the measuring point as a common
node. These “virtual” elements are as follows: 1, 2, 3, MP; 1, 3, 4, MP; 1, 2, 4, MP; and 2,
3, 4, MP. The volumes of the real element and the “virtual” elements are calculated. If
the measurement point is located in an element, the sum of the volumes of the “virtual”
elements (V1 + V2 + V3 + V4) will be equal to the volume of the real element (Vel), with a
tolerance of 0.001 used in the algorithm (Figure 6).

The API creates a new group in the Femap model with measurement points and the
corresponding elements. Figure 7 shows the model with marked elements that contain
measuring points that monitor the groundwater level. The API also creates an ASCII
file called PIJEZ.DAT that includes the designation of the measuring point, the ID of the
element, the global coordinates (x, y, z) of the measuring point, and the local coordinates (r,
s, t) of the measuring point within the element. A portion of the PIJEZ.DAT file is shown in
Figure 8. The location of measuring points designated in Figure 8 can be seen in Figure 4b.
Since the locations of the measuring points for temperature, groundwater level, and dis-
placements are not the same, it is necessary to start the API subroutine for determining
local coordinates and creating the PIJEZ.DAT file for each group of measuring devices.
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4. Calculation of Potential at Measurement Points Position

For stress–strain analysis, thermal analysis, and now analysis of flow through a porous
medium, we used PAK (Program za Analizu Konstrukcija, engl. Software for Structure
Analysis), a Multiphysics FEM software developed at the engineering software laboratory
at the Faculty of Engineering, University of Kragujevac, Serbia. The implementation of
in-house developed software allowed us full access to source code and to improve the
program with the algorithms and equations presented in this paper. The PAKS module [48]
of PAK-Multiphysics was used for stress–strain analysis, while PAKT was used for thermal
analysis [49], and the recently developed module PAKV was used for the analysis of
groundwater flow through porous media. These programs were modified to calculate
and print numerical values at the measuring points (Figure 9). The input file, pakp.dat,
for the PAKV program contains all of the finite element data about the model (nodes,
elements, material characteristics, boundary conditions, etc.) and an identifier indicating
whether or not to read the measurement points, the locations of which were saved in the
file PIJEZ.DAT.
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The potential/temperature at the location of the measuring point is calculated in the
print subroutine and written to the file pijeznivoPAK.CSV. The potential/temperature at the
measuring point (φMP ) is calculated by interpolation based on the potential/temperature
in the nodes of the element in which it is located and the local coordinates of the measuring
point according to Equation (8):

φMP =
10

∑
i=1

hi φi (8)

The variable definitions are as follows:
hi—is the interpolation functions given in Table 1,
φi—is the potential/temperature in the node i.
The potential values at the measuring points are printed in the file pijeznivoPAK.csv,

which contains the designation of the measuring point and the potential.
Points 4 and 5 in the flow chart in Figure 9 are part of the calibration phase. The

calibration procedure was performed using a hybrid procedure of the FE model and
existing neural networks described in [50,51], as depicted in Figure 10.

The calibration of the FE model was carried out through multi-criteria optimization
to minimize the deviation between calculated and observed values for the selected set of
parameters. The genetic NSGA-II algorithm was used for multi-criteria optimization.

The input data for neural network training consisted of a limited set of possible
combinations of FE model parameters. It was necessary to test the trained neural network
with combinations of model parameters that were not used during training. Therefore,
additional FE calculations should be performed by randomly selecting parameters. New
combinations are generated, and the results of the FE calculations are compared with those
given by the neural network. If the results align with the desired accuracy, the trained
neural network is used to calibrate the model parameters. Otherwise, the network is
re-trained using different parameter ranges or with a different number of hidden neurons.

Once trained, the neural network is used for calibrating model parameters instead of
the FE model. For known observed quantities (temperature, potential, etc.), populations
are created with individuals that contain the values of the parameters to be calibrated. The
evaluation of individuals is performed by calculations on the neural network, rather than
the FE model. The goal is to minimize the difference between the calculated and observed
values defined through the calibration criterion. When the convergence criterion is met, the
best individual contains the calibrated values of the FEM model parameters.

Stationary analysis was used to calibrate the filtration coefficients (PAKV). A bash–
python script called wrapper [52] for calibration phase was developed, shown in Figure 11.
The input variables in the wrapper are the corrected filtration coefficients (ENTER.CSV,
Figure 11), the reservoir water level, and the lower water level (BOUNDARYCON.CSV,
Figure 11). Different values of the water level in the reservoir (WLR) and the tailwater
(TW) were used for calibration and subsequent verification. Each water level in the reser-
voir/tailwater corresponds to a prescribed potential on the wetted area of concrete and
rock. For the purposes of calibration (and DMS), an algorithm for automatic conditional
prescription of boundary conditions was developed. Only one input file is created. The
“possible” potential is set at all nodes (NPZAD) of concrete and rock below the elevation
of the Full Reservoir Level (FLR) upstream, and the maximum possible elevation of the
tailwater downstream. These values are saved in K9-12.DAT file; see Figure 11. During the
execution of the PAKV program, a check is performed if the z coordinate of the nodes on
which the “possible” potential is prescribed is lower than the set water level in the reservoir
and tailwater, i.e., whether the node is wetted. If the node is wetted, the potential is set
to be equal to the water level in the reservoir or the tailwater, else it is not prescribed; see
Figure 12a. The calculation of the groundwater flow was performed in stationary, which
means that in practice, if commercial software was used, it would be necessary to create a
new input file with every change in the water level.
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During the calibration phase of the FE model, the correction of the FE model’s filtration
coefficients (ENTER.CSV) was performed based on the difference between the measured
and calculated potential values, with the aim of achieving the best match between the
measured and numerically obtained values.

Non-stationary analysis was performed to calibrate the values of thermal processes.
Boundary conditions were defined for each discrete time step based on historical measure-
ments, which included the following: upper and lower water levels; air temperature at
two measuring points; upper water temperature at two measuring points; and foundation
temperatures at a larger number of measuring points. On the body of the dam, the conduc-
tion concrete–air for the parts above the water was set, while for the submerged parts, the
conduction concrete–water was set. The calibration procedure was carried out after the
previously completed analysis of the available data.
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For the appropriate set of parameters and the given series of measured temperatures
as contour conditions, a non-stationary thermal calculation was performed. A script was
created, similar to the script shown in Figure 11, which runs PAKT. The temperature field
inside the model was obtained by thermal calculation, based on which the values at the
measuring points were calculated according to Equation (8). The resulting time series of
temperature for each measuring point (thermometer in concrete) was printed in a separate
file whose name was the symbol of the thermometer.

When calculating the temperature field in the concrete dam, another wrapper was
created for the automatic prescription of boundary conditions analogous to the previously
described calculation of underground water flow (seepage). An input file is also created
for the calculation of the temperature field. On the elements (EPZAD) in the reservoir,
“possible” heat transfer coefficients between water and concrete, as well as water and rock,
are assigned. During the execution of the PAKT program, a check is performed if the z
coordinate of the element center of gravity is lower than the water level in the reservoir
(upstream) or tailwater (downstream), i.e., whether the element center of gravity is wetted.
If the element is wetted, the heat transfer coefficient (hw) between water and concrete or
water and rock and water temperature (Tw) is set on the element surface. If the element
center of gravity is dry, air to concrete or air to rock heat transfer coefficient (ha) and air
temperature (Ta) is prescribed on that element surface (Figure 12b).

The transient analysis was repeated with different sets of material parameters while
calculating the sum of the squared deviations between measured and simulated temper-
ature values. The calibration process was considered complete when the sum of squares
was minimized for lamella 10. After calibration, the parameters were tested against other
sets of boundary conditions to ensure their validity.

The calibration process was crucial for accurately predicting the dam’s behavior under
various weather conditions and ensuring stability.
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5. Results and Discussions

A comparison of the measured and calculated values for the calibrated set of filtration
parameters is presented. The numerically calculated potential values (Mp) at the measuring
points are compared with the measured potential values and numerical values of the
nearest neighbor node (Nn) (Figure 13). It can be seen that there is a difference between
the numerical values at the measuring point and the numerical value of the nearest node.
The difference depends on the distance between the measurement point and the nearest FE
model node. This difference increases as the size of the element containing the measurement
point increases. Using the interpolation algorithm presented in this paper, the average
relative difference for pore pressure is reduced from 8.89% to 8.10% for the data shown in
Figure 13.
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For the observed measuring points and adopted calibrated values, the individual
relative deviation of the calculated piezometric level from the measured piezometric level
was found to be 10.9% on average, with a standard deviation of 10.4%. Deviations between
the measured and calculated values may result from the division of the surrounding terrain
into quasi-homogeneous zones. The existing approach applied to the FEM model for
defining these zones has shown some shortcomings, such as lack of continuity in the spatial
distribution of some material zones. These problems highlighted the need for updates
to the current FEM model, particularly in terms of the arrangement and continuity of
quasi-homogeneous zones in the field.

The thermal finite element model of the dam was calibrated using available data ob-
tained from thermometers. Transient thermal analysis for determining thermal distribution
within the dam body at corresponding times and for corresponding reservoir water level
and ambient temperature was performed. The measured temperatures and numerically
calculated values at the measuring points in lamella ten are shown in Figures 14 and 15.
The position of thermometers T60, T84, T87, and T90 is shown in Figure 4a. As can be seen
for these figures, the measuring points T60 and T84 have better matching then measuring
points T87 and T90.

The proposed algorithm was used for calibrating the filtration coefficients and thermal
characteristics of concrete. The input parameters (boundary condition) for calibration
were the measured values of the upper and lower water levels, air temperature, water
temperature, and temperatures in the galleries. Calibration was carried out by comparing
the measured values in piezometers/thermometers (in the work, measuring points) with
the calculated values for selected boundary conditions (e.g., the elevation of the upper and
lower water levels for the filtration calculation). The differences between the actual and
measured values for the calibrated parameters are shown in Figures 13–15.
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Pore pressure is a more appropriate numerical result for easy and accurate comparison.
Pore pressure is only dependent on the Danube River level, while temperature is also
affected by measured water and air temperatures, as well as wind conditions, sunlight,
clouds, and rain, all of which have a significant impact on the difference between measured
and predicted values. Figures 14 and 15 show that numerical simulation can predict
temperature trends, but the variations between measured and computed values are much
bigger than for pore pressure values. These variations could conceal the improvements
made possible by interpolation, which are clearly seen in Figure 13, which displays pore
pressure values.

The developed algorithm for determining the local coordinates of the measurement
points was also used to map the calculated values from the 3D model to the 2D cross section.
Two-dimensional cross sections are defined for display in the DMS web application. The
cross sections are defined by the x coordinate (cross section normal to the river course) or y
coordinate (cross section parallel to the river course).

First, a 2D cross section surface is created in the CAD 3D model of the dam. Then,
a mesh of triangular linear finite elements is created on the cross section. The modified
algorithm shown in Figure 6 is used to determine the element and local coordinates of
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the nodes of the 2D cross section in the 3D model. The modifications of the algorithm in
Figure 6 areas follows: input parameters are 3D elements and nodes of 2D cross section;
output is an ASCI file that contains the ID of the 2D node, the ID of the 3D element in
which the node is located, the coordinates of the 2D element, and the local coordinates.
Equation (8) is used to calculate the potential/temperature values in the nodes of the
2D cross section. Figure 16 shows the potential field through the axis of lamella 10. The
potential field in the 2D cross section is shown in Figure 16a, and the potential field through
the 3D model is shown in Figure 16b.
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6. Conclusions

In this work, we presented a procedure for determining numerical values at the
location of a measuring point when the actual position of the measuring point does not
coincide exactly with one of the nodes of the finite element mesh. The proposed procedure
is simple, efficient, and straightforward to implement:

• The initial step is the determination of the element in which the measuring point
is located and calculating the local coordinates of the measuring point within the
element.

• Numerical values at the measuring points are then calculated through interpolation
using the local coordinates and numerical values at the nodes of the element.

The main motivation behind this work is to increase the robustness and adaptability of
the Dam Monitoring System featuring the Finite Element Method software. This procedure
can be utilized when additional instrument locations are added to the monitored system at a
later time, allowing for the avoidance of remeshing of the numerical model. This procedure
is applied to a dam structure, where potential and temperature are monitored through
piezometers and thermometers, but it may be also be applied for other geomechanics
problems, as well as engineering models in general. This algorithm can be particularly
useful for academic, open source, and FEM solvers with narrow specialization, which lack
the funding and development resources of commercial FEM solvers.

The results demonstrated that, following calibration, the numerically calculated val-
ues of potential/temperature with the new interpolation algorithm better matched the
measured values, not significantly, but nevertheless, with noticeable improvement, which
varies from measuring point to measuring point, with the average relative difference for
pore pressure reduced from 8.89% to 8.10%. The procedure also reveals that the calibra-
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tion procedure leads to the estimation of correct material properties which give accurate
predictions of the potential and temperature validated by measured values.

Overall, the proposed procedure is simple yet effective. The modified finite element
solvers, which can be altered by users and integrated into other software, greatly improve
dam safety monitoring systems through enhanced data analysis and prediction capabil-
ities, based on well-calibrated material properties and detailed, realistic finite element
geometry. While commercial solvers can serve as a point of comparison and model vali-
dation, they cannot be modified by users or integrated into other software such are Dam
Monitoring Systems.
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44. Vulović, S.; Bojović, M.; Topalović, M. Automation of FEM Analysis Report Generation using Visual Basic FEMAP API. In

Proceedings of the 10th International Conference on Information Society and Technology ICIST 2020, Kopaonik, Serbia, 8–11
March 2020.

45. Siemens. Femap API Reference; Siemens Digital Industries Software Inc.: Plano, TX, USA, 2015.
46. Meng, M.; Steinhardt, S.; Schubert, A. Application Programming Interface Documentation: What Do Software Developers Want?

J. Tech. Writ. Commun. 2018, 48, 295–330. [CrossRef]
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