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#### Abstract

Recently, two types of simulations (forward and backward simulations) and four types of bisimulations (forward, backward, forward-backward, and backward-forward bisimulations) between fuzzy automata have been introduced. If there is at least one simulation/bisimulation of some of these types between the given fuzzy automata, it has been proved that there is the greatest simulation/bisimulation of this kind. In the present paper, for any of the above-mentioned types of simulations/bisimulations we provide an effective algorithm for deciding whether there is a simulation/bisimulation of this type between the given fuzzy automata, and for computing the greatest one, whenever it exists. The algorithms are based on the method developed in [J. Ignjatović, M. Ćirić, S. Bogdanović, On the greatest solutions to certain systems of fuzzy relation inequalities and equations, Fuzzy Sets and Systems 161 (2010) 3081-3113], which comes down to the computing of the greatest post-fixed point, contained in a given fuzzy relation, of an isotone function on the lattice of fuzzy relations.
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## 1. Introduction

Bisimulations have been introduced by Milner [41] and Park [46] in computer science, where they have been used to model equivalence between various systems, as well as to reduce the number of states of these systems. Roughly at the same time they have been also discovered in some areas of mathematics, e.g., in modal logic and set theory. They are employed today in a many areas of computer science, such as functional languages, object-oriented languages, types, data types, domains, databases, compiler optimizations, program analysis, verification tools, etc. For more information about bisimulations we refer to [1, 12, 23, 24, 40, 42, 43, 56, 62].

The most common structures on which bisimulations have been studied are labelled transition systems, but they have also been investigated in the context of deterministic, nondeterministic, weighted, probabilistic, timed and hybrid automata. Recently, bisimulations have been discussed in the context of fuzzy automata in [11, 15-17, 32, 51, 64, 65]. One can distinguish two general approaches to the concept of bisimulation for fuzzy automata. The first approach, which we encounter in [11, 51, 65], uses ordinary crisp relations and functions. Another approach, proposed in [15-17, 32, 64], is based on the use of fuzzy relations, which have been shown to provide better results both in the state reduction and the modeling of equivalence of fuzzy automata. In [16, 17] the state reduction of fuzzy automata was carried out by means of certain fuzzy equivalences, which are exactly bisimulation fuzzy equivalences, and in [64] it was proved that even better results can be achieved by using suitable fuzzy quasi-orders, which are nothing but simulation fuzzy quasiorders. Moreover, it turned out in [16, 17, 64] that the state reduction problem for fuzzy automata is closely

[^0]related to the problem of finding solutions to certain systems of fuzzy relation equations. This enabled not only to study fuzzy automata using very powerful tools of the theory of fuzzy sets, but also, it gave a great contribution to the theory of fuzzy relational equations and has led to the development of the general theory of weakly linear fuzzy relation equations and inequalities in [33].

The same approach has been used in [15], in the study of simulations and bisimulations between fuzzy automata, where simulations and bisimulations have also been defined as fuzzy relations. There have been introduced two types of simulations (forward and backward simulations) and four types of bisimulations (forward, backward, forward-backward, and backward-forward bisimulations). There has been proved that if there is at least one simulation/bisimulation of some of these types between the given fuzzy automata, then there is the greatest simulation/bisimulation of this kind. However, there has not been given any effective algorithm for deciding whether there is a simulation/bisimulation of some of these types between the given fuzzy automata, and for computing the greatest one, if it exists. In [15] a theorem has been proved which can be used just for checking the existence of a uniform forward bisimulation (i.e., a complete and surjective forward bisimulation) between the given fuzzy automata. According to this theorem, there is a uniform forward bisimulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ if and only if there is a special isomorphism between the factor fuzzy automata of $\mathcal{A}$ and $\mathcal{B}$ with respect to their greatest forward bisimulation fuzzy equivalences. Using the algorithm provided in [17], in numerous cases we can effectively compute the greatest forward bisimulation fuzzy equivalences $E$ on $\mathcal{A}$ and $F$ on $\mathcal{B}$. Then we can construct factor fuzzy automata $\mathcal{A} / E$ and $\mathcal{B} / F$, and check whether there is an isomorphism between them that satisfies an additional condition stated in [15]. But, even when we are able to effectively compute the greatest forward bisimulations $E$ and $F$ and construct the factor fuzzy automata $\mathcal{A} / E$ and $\mathcal{B} / F$, it may be difficult to determine whether there is an isomorphism between $\mathcal{A} / E$ and $\mathcal{B} / F$ that satisfies this additional condition. This problem comes down to the well-known graph isomorphism problem, which is one of the few important algorithmic problems whose rough computational complexity is still not known, and it is generally accepted that it lies between P and NP-complete if $\mathrm{P} \neq \mathrm{NP}$ (cf. [63]). Fortunately, although no worst-case polynomial-time algorithm is known, testing graph isomorphism is usually not very hard in practice.

In this paper, for any of the above mentioned types of simulations/bisimulations we provide an effective algorithm for deciding whether there is a simulation/bisimulation of this type between the given fuzzy automata, and for computing the greatest one, whenever it exists. The algorithms are based on the method developed in [33], which comes down to the computing of the greatest post-fixed point, contained in a given fuzzy relation, of an isotone function on the lattice of fuzzy relations. Namely, for each type of simulations and bisimulations we determine the corresponding isotone and image-localized function $\phi$ on the lattice of fuzzy relations, as well as the corresponding initial relation $\psi$, and the computing of the greatest simulation/bisimulation of this type we reduce to the the computing of the greatest post-fixed point of $\phi$ contained in $\psi$. This is an iterative procedure by which we successively build a decreasing sequence of relations, starting from the relation $\psi$ and using the function $\phi$. If this sequence is finite, then it stabilizes and its smallest member is exactly the fuzzy relation which we are searching for, the greatest post-fixed point of $\phi$ contained in $\psi$. We determine sufficient conditions under which this sequence is finite, when our algorithm terminates in the finite number of steps (cf. Theorem [5.3), as well as sufficient conditions under which the infimum of this sequence is exactly the fuzzy relation which we are searching for (cf. Theorem 5.4). Modifying the algorithms for computing the greatest simulations and bisimulations we provide algorithms for computing the greatest crisp simulations and bisimulations between fuzzy automata (cf. Proposition 5.5). These algorithms always terminate in a finite number of steps, independently of the properties of the underlying structure of truth values, but we show that there are fuzzy automata such that there is a simulation or bisimulation of a given type between them, and there is not any crisp simulation/bisimulation of this type (cf. Example6.1).

The structure of the paper is as follows. In Section2we give definitions of basic notions and notation concerning fuzzy sets and relations, and in Section 3 we define basic notions and notation concerning fuzzy automata. In Section 4 we recall definitions of two types of simulations and four types of bisimulations introduced in [15], and for any of them we define the corresponding function on the lattice of fuzzy relations. Section 5 contains our main results on the computing of the greatest simulations and bisimulations between fuzzy automata. Examples presented in Section6demonstrate the application of our algorithms and clarify relationships between different types of simulations and bisimulations.

It is worth noting that algorithms for deciding whether there are simulations and bisimulations between nondeterministic automata, and the computing of the greatest simulations and bisimulations, if they exist, were given in [14, 38]. Various algorithms for the computing of the greatest bisimulation equivalences on labelled transition systems can be found in [23, 24, 36, 45, 55, 58].

## 2. Preliminaries

The terminology and basic notions in this section are according to [6, 7, 19, 20, 37].
We will use complete residuated lattices as the structures of membership (truth) values. Residuated lattices are a very general algebraic structure and generalize many algebras with very important applications (see for example [6, 7, 25, 29]). A residuated lattice is an algebra $\mathcal{L}=(L, \wedge, \vee, \otimes, \rightarrow, 0,1)$ such that
(L1) $(L, \wedge, \vee, 0,1)$ is a lattice with the least element 0 and the greatest element 1 ,
(L2) $(L, \otimes, 1)$ is a commutative monoid with the unit 1 ,
$(\mathrm{L} 3) \otimes$ and $\rightarrow$ form an adjoint pair, i.e., they satisfy the adjunction property: for all $x, y, z \in L$,

$$
\begin{equation*}
x \otimes y \leqslant z \Leftrightarrow x \leqslant y \rightarrow z \tag{1}
\end{equation*}
$$

If, in addition, $(L, \wedge, \vee, 0,1)$ is a complete lattice, then $\mathcal{L}$ is called a complete residuated lattice. Emphasizing their monoidal structure, in some sources residuated lattices are called integral, commutative, residuated $\ell$-monoids [29].

The operations $\otimes$ (called multiplication) and $\rightarrow$ (called residuum) are intended for modeling the conjunction and implication of the corresponding logical calculus, and supremum $(\vee)$ and infimum ( $\wedge$ ) are intended for modeling of the existential and general quantifier, respectively. An operation $\leftrightarrow$ defined by

$$
\begin{equation*}
x \leftrightarrow y=(x \rightarrow y) \wedge(y \rightarrow x), \tag{2}
\end{equation*}
$$

called biresiduum (or biimplication), is used for modeling the equivalence of truth values.
The most studied and applied structures of truth values, defined on the real unit interval [0,1] with $x \wedge y=\min (x, y)$ and $x \vee y=\max (x, y)$, are the Łukasiewicz structure (where $x \otimes y=\max (x+y-1,0$ ), $x \rightarrow y=\min (1-x+y, 1))$, the Goguen (product) structure $(x \otimes y=x \cdot y, x \rightarrow y=1$ if $x \leqslant y$, and $=y / x$ otherwise), and the Gödel structure ( $x \otimes y=\min (x, y), x \rightarrow y=1$ if $x \leqslant y$, and $=y$ otherwise). More generally, an algebra $([0,1], \wedge, \vee, \otimes, \rightarrow, 0,1)$ is a complete residuated lattice if and only if $\otimes$ is a left-continuous $t$-norm and the residuum is defined by $x \rightarrow y=\bigvee\{u \in[0,1] \mid u \otimes x \leqslant y\}$ (cf. [7]). Another important set of truth values is the set $\left\{a_{0}, a_{1}, \ldots, a_{n}\right\}, 0=a_{0}<\cdots<a_{n}=1$, with $a_{k} \otimes a_{l}=a_{\max (k+l-n, 0)}$ and $a_{k} \rightarrow a_{l}=a_{\min (n-k+l, n)}$. A special case of the latter algebras is the two-element Boolean algebra of classical logic with the support $\{0,1\}$. The only adjoint pair on the two-element Boolean algebra consists of the classical conjunction and implication operations. This structure of truth values we call the Boolean structure. A residuated lattice $\mathcal{L}$ satisfying $x \otimes y=x \wedge y$ is called a Heyting algebra, whereas a Heyting algebra satisfying the prelinearity axiom $(x \rightarrow y) \vee(y \rightarrow x)=1$ is called a Gödel algebra. If any finitelly generated subalgebra of a residuated lattice $\mathcal{L}$ is finite, then $\mathcal{L}$ is called locally finite. For example, every Gödel algebra, and hence, the Gödel structure, is locally finite, whereas the product structure is not locally finite.

If $\mathcal{L}$ is a complete residuated lattice, then for all $x, y, z \in L$ and any $\left\{y_{i}\right\}_{i \in I} \subseteq L$ the following holds:

$$
\begin{align*}
& x \leqslant y \text { implies } x \otimes z \leqslant y \otimes z,  \tag{3}\\
& x \leqslant y \Leftrightarrow x \rightarrow y=1,  \tag{4}\\
& x \otimes \bigvee_{i \in I} y_{i}=\bigvee_{i \in I}\left(x \otimes y_{i}\right),  \tag{5}\\
& x \otimes \bigwedge_{i \in I} y_{i} \leqslant \bigwedge_{i \in I}\left(x \otimes y_{i}\right), \tag{6}
\end{align*}
$$

For other properties of complete residuated lattices we refer to [6, 7].

In the further text $\mathcal{L}$ will be a complete residuated lattice. A fuzzy subset of a set $A$ over $\mathcal{L}$, or simply a fuzzy subset of $A$, is any function from $A$ into $L$. Ordinary crisp subsets of $A$ are considered as fuzzy subsets of $A$ taking membership values in the set $\{0,1\} \subseteq L$. Let $f$ and $g$ be two fuzzy subsets of $A$. The equality of $f$ and $g$ is defined as the usual equality of functions, i.e., $f=g$ if and only if $f(x)=g(x)$, for every $x \in A$. The inclusion $f \leqslant g$ is also defined pointwise: $f \leqslant g$ if and only if $f(x) \leqslant g(x)$, for every $x \in A$. Endowed with this partial order the set $\mathcal{F}(A)$ of all fuzzy subsets of $A$ forms a complete residuated lattice, in which the meet (intersection) $\bigwedge_{i \in I} f_{i}$ and the join (union) $\bigvee_{i \in I} f_{i}$ of an arbitrary family $\left\{f_{i}\right\}_{i \in I}$ of fuzzy subsets of $A$ are functions from $A$ into $L$ defined by

$$
\left(\bigwedge_{i \in I} f_{i}\right)(x)=\bigwedge_{i \in I} f_{i}(x), \quad\left(\bigvee_{i \in I} f_{i}\right)(x)=\bigvee_{i \in I} f_{i}(x)
$$

and the product $f \otimes g$ is a fuzzy subset defined by $f \otimes g(x)=f(x) \otimes g(x)$, for every $x \in A$.
Let $A$ and $B$ be non-empty sets. A fuzzy relation between sets $A$ and $B$ (or a fuzzy relation from $A$ to $B$ ) is any function from $A \times B$ into $L$, that is to say, any fuzzy subset of $A \times B$, and the equality, inclusion (ordering), joins and meets of fuzzy relations are defined as for fuzzy sets. In particular, a fuzzy relation on a set $A$ is any function from $A \times A$ into $L$, i.e., any fuzzy subset of $A \times A$. To highlight the difference between fuzzy relations between two sets and those on a set, fuzzy relations between two sets will be usually denoted by small Greek letters, and fuzzy relations on a set by capital Latin letters. The set of all fuzzy relations from $A$ to $B$ will be denoted by $\mathcal{R}(A, B)$, and the set of all fuzzy relations on a set $A$ will be denoted by $\mathcal{R}(A)$. The converse (in some sources called inverse or transpose) of a fuzzy relation $\varphi \in \mathcal{R}(A, B)$ is a fuzzy relation $\varphi^{-1} \in \mathcal{R}(B, A)$ defined by $\varphi^{-1}(b, a)=\varphi(a, b)$, for all $a \in A$ and $b \in B$. A crisp relation is a fuzzy relation which takes values only in the set $\{0,1\}$, and if $\varphi$ is a crisp relation of $A$ to $B$, then expressions " $\varphi(a, b)=1$ " and " $(a, b) \in \varphi$ " will have the same meaning.

For non-empty sets $A, B$ and $C$, and fuzzy relations $\varphi \in \mathcal{R}(A, B)$ and $\psi \in \mathcal{R}(B, C)$, their composition $\varphi \circ \psi$ is an fuzzy relation from $\mathcal{R}(A, C)$ defined by

$$
\begin{equation*}
(\varphi \circ \psi)(a, c)=\bigvee_{b \in B} \varphi(a, b) \otimes \psi(b, c) \tag{7}
\end{equation*}
$$

for all $a \in A$ and $c \in C$. If $\varphi$ and $\psi$ are crisp relations, then $\varphi \circ \psi$ is an ordinary composition of relations, i.e.,

$$
\varphi \circ \psi=\{(a, c) \in A \times C \mid(\exists b \in B)(a, b) \in \varphi \&(b, c) \in \psi\}
$$

and if $\varphi$ and $\psi$ are functions, then $\varphi \circ \psi$ is an ordinary composition of functions, i.e., $(\varphi \circ \psi)(a)=\psi(\varphi(a))$, for every $a \in A$. Next, if $f \in \mathcal{F}(A), \varphi \in \mathcal{R}(A, B)$ and $g \in \mathcal{F}(B)$, the compositions $f \circ \varphi$ and $\varphi \circ g$ are fuzzy subsets of $B$ and $A$, respectively, which are defined by

$$
\begin{equation*}
(f \circ \varphi)(b)=\bigvee_{a \in A} f(a) \otimes \varphi(a, b), \quad(\varphi \circ g)(a)=\bigvee_{b \in B} \varphi(a, b) \otimes g(b) \tag{8}
\end{equation*}
$$

for every $a \in A$ and $b \in B$.
In particular, for $f, g \in \mathcal{F}(A)$ we write

$$
\begin{equation*}
f \circ g=\bigvee_{a \in A} f(a) \otimes g(a) \tag{9}
\end{equation*}
$$

The value $f \circ g$ can be interpreted as the "degree of overlapping" of $f$ and $g$. In particular, if $f$ and $g$ are crisp sets and $\varphi$ is a crisp relation, then

$$
f \circ \varphi=\{b \in B \mid(\exists a \in f)(a, b) \in \varphi\}, \quad \varphi \circ g=\{a \in A \mid(\exists b \in g)(a, b) \in \varphi\}
$$

Let $A, B, C$ and $D$ be non-empty sets. Then for any $\varphi_{1} \in \mathcal{R}(A, B), \varphi_{2} \in \mathcal{R}(B, C)$ and $\varphi_{3} \in \mathcal{R}(C, D)$ we have

$$
\begin{equation*}
\left(\varphi_{1} \circ \varphi_{2}\right) \circ \varphi_{3}=\varphi_{1} \circ\left(\varphi_{2} \circ \varphi_{3}\right) \tag{10}
\end{equation*}
$$

and for $\varphi_{0} \in \mathcal{R}(A, B), \varphi_{1}, \varphi_{2} \in \mathcal{R}(B, C)$ and $\varphi_{3} \in \mathcal{R}(C, D)$ we have that

$$
\begin{equation*}
\varphi_{1} \leqslant \varphi_{2} \text { implies } \varphi_{1}^{-1} \leqslant \varphi_{2}^{-1}, \varphi_{0} \circ \varphi_{1} \leqslant \varphi_{0} \circ \varphi_{2}, \text { and } \varphi_{1} \circ \varphi_{3} \leqslant \varphi_{2} \circ \varphi_{3} \tag{11}
\end{equation*}
$$

Further, for any $\varphi \in \mathcal{R}(A, B), \psi \in \mathcal{R}(B, C), f \in \mathcal{F}(A), g \in \mathcal{F}(B)$ and $h \in \mathcal{F}(C)$ we can easily verify that

$$
\begin{equation*}
(f \circ \varphi) \circ \psi=f \circ(\varphi \circ \psi), \quad(f \circ \varphi) \circ g=f \circ(\varphi \circ g), \quad(\varphi \circ \psi) \circ h=\varphi \circ(\psi \circ h) \tag{12}
\end{equation*}
$$

and consequently, the parentheses in (12) can be omitted, as well as the parentheses in (10).
Finally, for all $\varphi, \varphi_{i} \in \mathcal{R}(A, B)(i \in I)$ and $\psi, \psi_{i} \in \mathcal{R}(B, C)(i \in I)$ we have that

$$
\begin{align*}
& (\varphi \circ \psi)^{-1}=\psi^{-1} \circ \varphi^{-1}  \tag{13}\\
& \varphi \circ\left(\bigvee_{i \in I} \psi_{i}\right)=\bigvee_{i \in I}\left(\varphi \circ \psi_{i}\right),\left(\bigvee_{i \in I} \varphi_{i}\right) \circ \psi=\bigvee_{i \in I}\left(\varphi_{i} \circ \psi\right),  \tag{14}\\
& \left(\bigvee_{i \in I} \varphi_{i}\right)^{-1}=\bigvee_{i \in I} \varphi_{i}^{-1} \tag{15}
\end{align*}
$$

We note that if $A, B$ and $C$ are finite sets of cardinality $|A|=k,|B|=m$ and $|C|=n$, then $\varphi \in \mathcal{R}(A, B)$ and $\psi \in \mathcal{R}(B, C)$ can be treated as $k \times m$ and $m \times n$ fuzzy matrices over $\mathcal{L}$, and $\varphi \circ \psi$ is the matrix product. Analogously, for $f \in \mathcal{F}(A)$ and $g \in \mathcal{F}(B)$ we can treat $f \circ \varphi$ as the product of a $1 \times k$ matrix $f$ and a $k \times m$ matrix $\varphi$ (vector-matrix product), $\varphi \circ g$ as the product of an $k \times m$ matrix $\varphi$ and an $m \times 1$ matrix $g^{t}$, the transpose of $g$ (matrix-vector product), and $f \circ g$ as the scalar product of vectors $f$ and $g$.

## 3. Fuzzy automata

In this paper we study fuzzy automata with membership values in complete residuated lattices.
In the rest of the paper, if not noted otherwise, let $\mathcal{L}$ be a complete residuated lattice and let $X$ be an (finite) alphabet. A fuzzy automaton over $\mathcal{L}$ and $X$, or simply a fuzzy automaton, is a quadruple $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$, where $A$ is a non-empty set, called the set of states, $\delta^{A}: A \times X \times A \rightarrow L$ is a fuzzy subset of $A \times X \times A$, called the fuzzy transition function, and $\sigma^{A}: A \rightarrow L$ and $\tau^{A}: A \rightarrow L$ are the fuzzy subsets of $A$, called the fuzzy set of initial states and the fuzzy set of terminal states, respectively. We can interpret $\delta^{A}(a, x, b)$ as the degree to which an input letter $x \in X$ causes a transition from a state $a \in A$ into a state $b \in A$, whereas we can interpret $\sigma^{A}(a)$ and $\tau^{A}(a)$ as the degrees to which $a$ is respectively an input state and a terminal state.

Many results presented in this paper can also be proved for fuzzy automata with infinite sets of states. However, here we deal with effective algorithms for computing the greatest simulations and bisimulations, and for that reason we will assume that the sets of states of the considered fuzzy automata are always finite.

Let $X^{*}$ denote the free monoid over the alphabet $X$, and let $\varepsilon \in X^{*}$ be the empty word. The function $\delta^{A}$ can be extended up to a function $\delta_{*}^{A}: A \times X^{*} \times A \rightarrow L$ as follows: If $a, b \in A$, then

$$
\delta_{*}^{A}(a, \varepsilon, b)= \begin{cases}1, & \text { if } a=b  \tag{16}\\ 0, & \text { otherwise }\end{cases}
$$

and if $a, b \in A, u \in X^{*}$ and $x \in X$, then

$$
\begin{equation*}
\delta_{*}^{A}(a, u x, b)=\bigvee_{c \in A} \delta_{*}^{A}(a, u, c) \otimes \delta^{A}(c, x, b) \tag{17}
\end{equation*}
$$

By (5) and Theorem 3.1 [39] (see also [52-54]), we have that

$$
\begin{equation*}
\delta_{*}^{A}(a, u v, b)=\bigvee_{c \in A} \delta_{*}^{A}(a, u, c) \otimes \delta_{*}^{A}(c, v, b) \tag{18}
\end{equation*}
$$

for all $a, b \in A$ and $u, v \in X^{*}$, i.e., if $w=x_{1} \cdots x_{n}$, for $x_{1}, \ldots, x_{n} \in X$, then

$$
\begin{equation*}
\delta_{*}^{A}(a, w, b)=\bigvee_{\left(c_{1}, \ldots, c_{n-1}\right) \in A^{n-1}} \delta^{A}\left(a, x_{1}, c_{1}\right) \otimes \delta^{A}\left(c_{1}, x_{2}, c_{2}\right) \otimes \cdots \otimes \delta^{A}\left(c_{n-1}, x_{n}, b\right) \tag{19}
\end{equation*}
$$

Intuitively, the product $\delta^{A}\left(a, x_{1}, c_{1}\right) \otimes \delta^{A}\left(c_{1}, x_{2}, c_{2}\right) \otimes \cdots \otimes \delta^{A}\left(c_{n-1}, x_{n}, b\right)$ represents the degree to which the input word $w$ causes a transition from a state $a$ into a state $b$ through the sequence of intermediate states $c_{1}, \ldots, c_{n-1} \in A$, and $\delta_{*}^{A}(a, w, b)$ represents the supremum of degrees of all possible transitions from $a$ into $b$ caused by $w$. Also, we can visualize a fuzzy finite automaton $\mathcal{A}$ representing it as a labelled directed graph whose nodes are states of $\mathcal{A}$, and an edge from a node $a$ into a node $b$ is labelled by pairs of the form $x / \delta^{A}(a, x, b)$, for any $x \in X$.

It is worth noting that fuzzy automata are a natural generalization of nondeterministic and deterministic automata. Namely, if $\delta^{A}$ is a crisp subset of $A \times X \times A$, that is, $\delta^{A}: A \times X \times A \rightarrow\{0,1\}$, and $\sigma^{A}$ and $\tau^{A}$ are crisp subsets of $A$, then $\mathcal{A}$ is an ordinary nondeterministic automaton. In other words, nondeterministic automata are fuzzy automata over the Boolean structure. They will also be called Boolean automata. If $\delta^{A}$ is a function of $A \times X$ into $A, \sigma^{A}$ is a one-element crisp subset of $A$, that is, $\sigma^{A}=\left\{a_{0}\right\}$, for some $a_{0} \in A$, and $\tau^{A}$ is a fuzzy subset of $A$, then $\mathcal{A}$ is called a deterministic fuzzy automaton, and it is denoted by $\mathcal{A}=\left(A, \delta^{A}, a_{0}, \tau^{A}\right)$. In [13, 18] the name crisp-deterministic was used. For more information on deterministic fuzzy automata we refer to [5, 30, 31, 34, 35, 39]. Evidently, if $\delta^{A}$ is a crisp subset of $A \times X \times A$, or a function of $A \times X$ into $A$, then $\delta_{*}^{A}$ is also a crisp subset of $A \times X^{*} \times A$, or a function of $A \times X^{*}$ into $A$, respectively. A deterministic fuzzy automaton $\mathcal{A}=\left(A, \delta^{A}, a_{0}, \tau^{A}\right)$, where $\tau^{A}$ is a crisp subset of $A$, is an ordinary deterministic automaton.

If for any $u \in X^{*}$ we define a fuzzy relation $\delta_{u}^{A}$ on $A$ by

$$
\begin{equation*}
\delta_{u}^{A}(a, b)=\delta_{*}^{A}(a, u, b), \tag{20}
\end{equation*}
$$

for all $a, b \in A$, called the fuzzy transition relation determined by $u$, then (18) can be written as

$$
\begin{equation*}
\delta_{u v}^{A}=\delta_{u}^{A} \circ \delta_{v}^{A}, \tag{21}
\end{equation*}
$$

for all $u, v \in X^{*}$.
The reverse fuzzy automaton of a fuzzy automaton $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ is defined as the fuzzy automaton $\overline{\mathcal{F}}=\left(A, \bar{\delta}^{A}, \bar{\sigma}^{A}, \bar{\tau}^{A}\right)$ whose fuzzy transition function and fuzzy sets of initial and terminal states are defined by $\bar{\delta}^{A}\left(a_{1}, x, a_{2}\right)=\delta^{A}\left(a_{2}, x, a_{1}\right)$ for all $a_{1}, a_{2} \in A$ and $x \in X, \bar{\sigma}^{A}=\tau^{A}$ and $\bar{\tau}^{A}=\sigma^{A}$. In other words, $\bar{\delta}_{x}^{A}=\left(\delta_{x}^{A}\right)^{-1}$, for each $x \in X$.

A fuzzy language in $X^{*}$ over $\mathcal{L}$, or briefly a fuzzy language, is any fuzzy subset of $X^{*}$, i.e., any function from $X^{*}$ into $L$. A fuzzy language recognized by a fuzzy automaton $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$, denoted as $L(\mathcal{A})$, is a fuzzy language in $\mathcal{F}\left(X^{*}\right)$ defined by

$$
\begin{equation*}
L(\mathcal{F})(u)=\bigvee_{a, b \in A} \sigma^{A}(a) \otimes \delta_{*}^{A}(a, u, b) \otimes \tau^{A}(b) \tag{22}
\end{equation*}
$$

or equivalently,

$$
\begin{align*}
L(\mathcal{A})(e) & =\sigma^{A} \circ \tau^{A} \\
L(\mathcal{A})(u) & =\sigma^{A} \circ \delta_{x_{1}}^{A} \circ \delta_{x_{2}}^{A} \circ \cdots \circ \delta_{x_{n}}^{A} \circ \tau^{A} \tag{23}
\end{align*}
$$

for any $u=x_{1} x_{2} \ldots x_{n} \in X^{+}$, where $x_{1}, x_{2}, \ldots, x_{n} \in X$. In other words, the equality (22) means that the membership degree of the word $u$ to the fuzzy language $L(\mathcal{A})$ is equal to the degree to which $\mathcal{A}$ recognizes or accepts the word $u$. Using notation from (8), and the second equality in (12), we can state (22) as

$$
\begin{equation*}
L(\mathcal{A})(u)=\sigma^{A} \circ \delta_{u}^{A} \circ \tau^{A} . \tag{24}
\end{equation*}
$$

Fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ are called language-equivalent, or sometimes just equivalent, if $L(\mathcal{A})=L(\mathcal{B})$.
For more information on fuzzy automata with membership values in complete residuated lattices we refer to the recent papers $[16,17,31,32,34,52-54,64,66-70]$, and for information on fuzzy automata over related types of lattices we refer to [30, 39, 47-50]. The most complete overview of the results concerning the "classical" fuzzy automata taking membership values in the Gödel or the Goguen structure can be found in the book [44].

## 4. Simulations and bisimulations between fuzzy automata

First we recall definitions of two types of simulations and four types of bisimulations introduced in [15]. Let $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$ be fuzzy automata, and let $\varphi \in \mathcal{R}(A, B)$ be a non-empty fuzzy relation. We call $\varphi$ a forward simulation if it satisfies

$$
\begin{align*}
& \sigma^{A} \leqslant \sigma^{B} \circ \varphi^{-1},  \tag{fs-1}\\
& \varphi^{-1} \circ \delta_{x}^{A} \leqslant \delta_{x}^{B} \circ \varphi^{-1}, \quad \text { for every } x \in X,  \tag{fs-2}\\
& \varphi^{-1} \circ \tau^{A} \leqslant \tau^{B}, \tag{fs-3}
\end{align*}
$$

and a backward simulation if

$$
\begin{align*}
& \tau^{A} \leqslant \varphi \circ \tau^{B},  \tag{bs-1}\\
& \delta_{x}^{A} \circ \varphi \leqslant \varphi \circ \delta_{x}^{B}, \quad \text { for every } x \in X,  \tag{bs-2}\\
& \sigma^{A} \circ \varphi \leqslant \sigma^{B} . \tag{bs-3}
\end{align*}
$$

Furthermore, we call $\varphi$ a forward bisimulation if both $\varphi$ and $\varphi^{-1}$ are forward simulations, i.e., if $\varphi$ satisfies

$$
\begin{array}{ll}
\sigma^{A} \leqslant \sigma^{B} \circ \varphi^{-1}, & \sigma^{B} \leqslant \sigma^{A} \circ \varphi, \\
\varphi^{-1} \circ \delta_{x}^{A} \leqslant \delta_{x}^{B} \circ \varphi^{-1}, & \varphi \circ \delta_{x}^{B} \leqslant \delta_{x}^{A} \circ \varphi, \quad \text { for every } x \in X,  \tag{fb-2}\\
\varphi^{-1} \circ \tau^{A} \leqslant \tau^{B}, & \varphi \circ \tau^{B} \leqslant \tau^{A},
\end{array}
$$

and a backward bisimulation, if both $\varphi$ and $\varphi^{-1}$ are backward simulations, i.e., if $\varphi$ satisfies

$$
\begin{array}{ll}
\tau^{A} \leqslant \varphi \circ \tau^{B}, & \tau^{B} \leqslant \varphi^{-1} \circ \tau^{A}, \\
\delta_{x}^{A} \circ \varphi \leqslant \varphi \circ \delta_{x}^{B}, & \delta_{x}^{B} \circ \varphi^{-1} \leqslant \varphi^{-1} \circ \delta_{x}^{A}, \quad \text { for every } x \in X, \\
\sigma^{A} \circ \varphi \leqslant \sigma^{B}, & \sigma^{B} \circ \varphi^{-1} \leqslant \sigma^{A} . \tag{bb-3}
\end{array}
$$

Also, if $\varphi$ is a forward simulation and $\varphi^{-1}$ is a backward simulation, i.e., if $\varphi$ satisfies

$$
\begin{array}{ll}
\sigma^{A} \leqslant \sigma^{B} \circ \varphi^{-1}, & \tau^{B} \leqslant \varphi^{-1} \circ \tau^{A}, \\
\varphi^{-1} \circ \delta_{x}^{A}=\delta_{x}^{B} \circ \varphi^{-1}, & \\
\sigma^{B} \circ \varphi^{-1} \leqslant \sigma^{A}, & \varphi^{-1} \circ \tau^{A} \leqslant \tau^{B}, \tag{fbb-3}
\end{array} \quad \text { for every } x \in X,
$$

then $\varphi$ is called a forward-backward bisimulation, and if $\varphi$ is a backward simulation and $\varphi^{-1}$ is a forward simulation, i.e., if

$$
\begin{array}{ll}
\sigma^{B} \leqslant \sigma^{A} \circ \varphi, & \tau^{A} \leqslant \varphi \circ \tau^{B}, \\
\delta_{x}^{A} \circ \varphi=\varphi \circ \delta_{x}^{B}, & \\
\sigma^{A} \circ \varphi \leqslant \sigma^{B} & \varphi \circ \tau^{B} \leqslant \tau^{A} . \tag{bfb-3}
\end{array} \quad \text { for every } x \in X
$$

then $\varphi$ is called a backward-forward bisimulation.
For the sake of simplicity, we will call $\varphi$ just a simulation if $\varphi$ is either a forward or a backward simulation, and just a bisimulation if $\varphi$ is any of the four types of bisimulations defined above. Moreover, forward and backward bisimulations will be called homotypic, whereas backward-forward and forward-backward bisimulations will be called heterotypic.

The meaning of forward and backward simulations can be best explained in the case when $\mathcal{A}$ and $\mathcal{B}$ are nondeterministic (Boolean) automata. For this purpose we will use the diagram shown in Figure 1. Let $\varphi$ be a forward simulation between $\mathcal{A}$ and $\mathcal{B}$ and let $a_{0}, a_{1}, \ldots, a_{n}$ be an arbitrary successful run of the automaton $\mathcal{A}$ on a word $u=x_{1} x_{2} \cdots x_{n}\left(x_{1}, x_{2}, \ldots, x_{n} \in X\right)$, i.e., a sequence of states of $\mathcal{A}$ such that $a_{0} \in \sigma^{A},\left(a_{k}, a_{k+1}\right) \in \delta_{x_{k+1}}^{A}$,


Figure 1: Forward and backward simulation
for $0 \leqslant k \leqslant n-1$, and $a_{n} \in \tau^{A}$. According to $(f s-1)$, there is an initial state $b_{0} \in \sigma^{B}$ such that $\left(a_{0}, b_{0}\right) \in \varphi$. Suppose that for some $k, 0 \leqslant k \leqslant n-1$, we have built a sequence of states $b_{0}, b_{1}, \ldots, b_{k}$ such that $\left(b_{i-1}, b_{i}\right) \in \delta_{x_{i}}^{B}$ and $\left(a_{i}, b_{i}\right) \in \varphi$, for each $i, 1 \leqslant i \leqslant k$. Then $\left(b_{k}, a_{k+1}\right) \in \varphi^{-1} \circ \delta_{x_{k+1}}^{A}$, and by $(f s-2)$ we obtain that $\left(b_{k}, a_{k+1}\right) \in \delta_{x_{k+1}}^{B} \circ \varphi^{-1}$, so there exists $b_{k+1} \in B$ such that $\left(b_{k}, b_{k+1}\right) \in \delta_{x_{k+1}}^{B}$ and $\left(a_{k+1}, b_{k+1}\right) \in \varphi$. Therefore, we have successively built a sequence $b_{0}, b_{1}, \ldots, b_{n}$ of states of $\mathcal{B}$ such that $b_{0} \in \sigma^{B},\left(b_{k}, b_{k+1}\right) \in \delta_{x_{k+1}}^{B}$, for every $k, 0 \leqslant k \leqslant n-1$, and $\left(a_{k}, b_{k}\right) \in \varphi$, for each $k, 0 \leqslant k \leqslant n$. Moreover, by $f s-3$ we obtain that $b_{n} \in \tau^{B}$. Thus, the sequence $b_{0}, b_{1}, \ldots, b_{n}$ is a successful run of the automaton $\mathcal{B}$ on the word $u$ which simulates the original run $a_{0}, a_{1}, \ldots, a_{n}$ of $\mathcal{A}$ on $u$. In contrast to forward simulations, where we build the sequence $b_{0}, b_{1}, \ldots, b_{n}$ moving forward, starting with $b_{0}$ and ending with $b_{n}$, in the case of backward simulations we build this sequence moving backward, starting with $b_{n}$ and ending with $b_{0}$. In a similar way we can understand forward and backward simulations between arbitrary fuzzy automata, taking into account degrees of possibility of transitions and degrees of relationship.

In numerous papers dealing with simulations and bisimulations mostly forward simulations and forward bisimulations have been studied. They have been usually called just simulations and bisimulations, or strong simulations and strong bisimulations (cf. [42, 43, 56]), and the greatest bisimulation equivalence has been usually called a bisimilarity. Distinction between forward and backward simulations, and forward and backward bisimulations, has been made, for instance, in [10, 26, 40] (for various kinds of automata), but less or more these concepts differ from the concepts having the same name which are considered here. More similar to our concepts of forward and backward simulations and bisimulations are those studied in [9], and in [27, 28] (for tree automata). Moreover, backward-forward bisimulations have been discussed in the context of weighted automata in $[2-4,8,10,21,22]$.

Given fuzzy automata $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$, a fuzzy relation $\varphi \in \mathcal{R}(A, B)$ is a backward simulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ if and only if it is a forward simulation between the reverse fuzzy automata $\overline{\mathcal{F}}$ and $\overline{\mathcal{B}}$. Therefore, forward and backward simulations, forward and backward bisimulations, and backward-forward and forward-backward bisimulations, are mutually dual concepts, what means that for any statement on some of these concepts which is universally valid (valid for all fuzzy automata) there is the corresponding universally valid statement on its dual concept.

Now we introduce several other notions and notation that will be used in future work.
For non-empty sets $A$ and $B$ and fuzzy subsets $\eta \in \mathcal{F}(A)$ and $\xi \in \mathcal{F}(B)$, fuzzy relations $\eta \rightarrow \xi \in \mathcal{R}(A, B)$ and $\eta \leftarrow \xi \in \mathcal{R}(A, B)$ are defined as follows

$$
\begin{align*}
& (\eta \rightarrow \xi)(a, b)=(\eta(a) \rightarrow \xi(b)),  \tag{25}\\
& (\eta \leftarrow \xi)(a, b)=(\xi(b) \rightarrow \eta(a)), \tag{26}
\end{align*}
$$

for arbitrary $a \in A$ and $b \in B$. Let us note that $\eta \leftarrow \xi=(\xi \rightarrow \eta)^{-1}$.
We have the following.

Lemma 4.1. Let $A$ and $B$ be non-empty sets and let $\eta \in \mathcal{F}(A)$ and $\xi \in \mathcal{F}(B)$.
(a) The set of all solutions to the inequality $\eta \circ \chi \leqslant \xi$, where $\chi$ is an unknown fuzzy relation between $A$ and $B$, is the principal ideal of $\mathcal{R}(A, B)$ generated by the fuzzy relation $\eta \rightarrow \xi$.
(b) The set of all solutions to the inequality $\chi \circ \xi \leqslant \eta$, where $\chi$ is an unknown fuzzy relation between $A$ and $B$, is the principal ideal of $\mathcal{R}(A, B)$ generated by the fuzzy relation $\eta \leftarrow \xi$.

Proof. These are the well-known results by E. Sanchez (cf. [59-61]).
It is worth noting that $(\eta \rightarrow \xi) \wedge(\eta \leftarrow \xi)=\eta \leftrightarrow \xi$, where $\eta \leftrightarrow \xi$ is a fuzzy relation between $A$ and $B$ defined by

$$
\begin{equation*}
(\eta \leftrightarrow \xi)(a, b)=(\eta(a) \leftrightarrow \xi(b)) \tag{27}
\end{equation*}
$$

for arbitrary $a \in A$ and $b \in B$.
Next, let $A$ and $B$ be non-empty sets and let $\alpha \in \mathcal{R}(A), \beta \in \mathcal{R}(B)$ and $\varphi \in \mathcal{R}(A, B)$. The right residual of $\varphi$ by $\alpha$ is a fuzzy relation $\varphi / \alpha \in \mathcal{R}(A, B)$ defined by

$$
\begin{equation*}
(\varphi / \alpha)(a, b)=\bigwedge_{a^{\prime} \in A}\left(\alpha\left(a^{\prime}, a\right) \rightarrow \varphi\left(a^{\prime}, b\right)\right) \tag{28}
\end{equation*}
$$

for all $a \in A$ and $b \in B$, and the left residual of $\varphi$ by $\beta$ is a fuzzy relation $\varphi \backslash \beta \in \mathcal{R}(A, B)$ defined by

$$
\begin{equation*}
(\varphi \backslash \beta)(a, b)=\bigwedge_{b^{\prime} \in B}\left(\beta\left(b, b^{\prime}\right) \rightarrow \varphi\left(a, b^{\prime}\right)\right) \tag{29}
\end{equation*}
$$

for all $a \in A$ and $b \in B$. In the case when $A=B$, these two concepts become the well-known concepts of right and left residuals of fuzzy relations on a set (cf. [33]).

We also have the following.
Lemma 4.2. Let $A$ and $B$ be non-empty sets and let $\alpha \in \mathcal{R}(A), \beta \in \mathcal{R}(B)$ and $\varphi \in \mathcal{R}(A, B)$.
(a) The set of all solutions to the inequality $\alpha \circ \chi \leqslant \varphi$, where $\chi$ is an unknown fuzzy relation between $A$ and $B$, is the principal ideal of $\mathcal{R}(A, B)$ generated by the right residual $\varphi / \alpha$ of of $\varphi$ by $\alpha$.
(b) The set of all solutions to the inequality $\chi \circ \beta \leqslant \varphi$, where $\chi$ is an unknown fuzzy relation between $A$ and $B$, is the principal ideal of $\mathcal{R}(A, B)$ generated by the left residual $\varphi \backslash \beta$ of of $\varphi$ by $\beta$.

Proof. These are also results by E. Sanchez (cf. [59-61]).
As we said in the introduction, the problem of deciding whether there is a simulation or bisimulation of a given type between fuzzy automata, and the problem of computing the greatest simulation/bisimulation of this type, will be reduced to the problem of computing the greatest post-fixed point, contained in a given fuzzy relation, of an appropriate isotone function on the lattice of fuzzy relations. For this purpose we define the following fuzzy relations and functions on the lattice of fuzzy relations.

Let $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$ be fuzzy automata. We define fuzzy relations $\psi^{w} \in \mathcal{R}(A, B)$, for $w \in\{f s, b s, f b, b b, f b b, b f b\}$, in the following way:

$$
\begin{align*}
& \psi^{f s}=\tau^{A} \rightarrow \tau^{B},  \tag{30}\\
& \psi^{b s}=\sigma^{A} \rightarrow \sigma^{B},  \tag{31}\\
& \psi^{f b}=\left(\tau^{A} \rightarrow \tau^{B}\right) \wedge\left(\tau^{A} \leftarrow \tau^{B}\right)=\tau^{A} \leftrightarrow \tau^{B},  \tag{32}\\
& \psi^{b b}=\left(\sigma^{A} \rightarrow \sigma^{B}\right) \wedge\left(\sigma^{A} \leftarrow \sigma^{B}\right)=\sigma^{A} \leftrightarrow \sigma^{B},  \tag{33}\\
& \psi^{f b b}=\left(\tau^{A} \rightarrow \tau^{B}\right) \wedge\left(\sigma^{A} \leftarrow \sigma^{B}\right),  \tag{34}\\
& \psi^{b f b}=\left(\sigma^{A} \rightarrow \sigma^{B}\right) \wedge\left(\tau^{A} \leftarrow \tau^{B}\right) . \tag{35}
\end{align*}
$$

Moreover, we define functions $\phi^{w}: \mathcal{R}(A, B) \rightarrow \mathcal{R}(A, B)$, for $w \in\{f s, b s, f b, b b, f b b, b f b\}$, as follows:

$$
\begin{align*}
& \phi^{f s}(\alpha)=\bigwedge_{x \in X}\left[\left(\delta_{x}^{B} \circ \alpha^{-1}\right) \backslash \delta_{x}^{A}\right]^{-1},  \tag{36}\\
& \phi^{b s}(\alpha)=\bigwedge_{x \in X}\left(\alpha \circ \delta_{x}^{B}\right) / \delta_{x}^{A},  \tag{37}\\
& \phi^{f b}(\alpha)=\bigwedge_{x \in X}\left[\left(\delta_{x}^{B} \circ \alpha^{-1}\right) \backslash \delta_{x}^{A}\right]^{-1} \wedge\left[\left(\delta_{x}^{A} \circ \alpha\right) \backslash \delta_{x}^{B}\right]=\phi^{f s}(\alpha) \wedge\left[\phi^{f s}\left(\alpha^{-1}\right)\right]^{-1},  \tag{38}\\
& \phi^{b b}(\alpha)=\bigwedge_{x \in X}\left[\left(\alpha \circ \delta_{x}^{B}\right) / \delta_{x}^{A}\right] \wedge\left[\left(\alpha^{-1} \circ \delta_{x}^{A}\right) / \delta_{x}^{B}\right]^{-1}=\phi^{b s}(\alpha) \wedge\left[\phi^{b s}\left(\alpha^{-1}\right)\right]^{-1},  \tag{39}\\
& \phi^{f b b}(\alpha)=\bigwedge_{x \in X}\left[\left(\delta_{x}^{B} \circ \alpha^{-1}\right) \backslash \delta_{x}^{A}\right]^{-1} \wedge\left[\left(\alpha^{-1} \circ \delta_{x}^{A}\right) / \delta_{x}^{B}\right]^{-1}=\phi^{f s}(\alpha) \wedge\left[\phi^{b s}\left(\alpha^{-1}\right)\right]^{-1},  \tag{40}\\
& \phi^{b f b}(\alpha)=\bigwedge_{x \in X}\left[\left(\alpha \circ \delta_{x}^{B}\right) / \delta_{x}^{A}\right] \wedge\left[\left(\delta_{x}^{A} \circ \alpha\right) \backslash \delta_{x}^{B}\right]=\phi^{b s}(\alpha) \wedge\left[\phi^{f s}\left(\alpha^{-1}\right)\right]^{-1}, \tag{41}
\end{align*}
$$

for any $\alpha \in \mathcal{R}(A, B)$. Notice that in the expression " $\phi^{w}\left(\alpha^{-1}\right)$ " $(w \in\{f s, b s\})$ we denote by $\phi^{w}$ a function from $\mathcal{R}(B, A)$ into itself.

The next theorem provides equivalent forms of the second and third conditions in the definitions of simulations and bisimulations.

Theorem 4.3. Let $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$ be fuzzy automata and $w \in\{f s, b s, f b, b b, f b b, b f b\}$. A fuzzy relation $\varphi \in \mathcal{R}(A, B)$ satisfies conditions (w-2) and (w-3) if and only if it satisfies

$$
\begin{equation*}
\varphi \leqslant \phi^{w}(\varphi), \quad \varphi \leqslant \psi^{w} \tag{42}
\end{equation*}
$$

Proof. We will prove only the case $w=f$ s. The assertion concerning the case $w=b$ follows by the duality, and according to equations (32)-(35) and (38)-(41), all other assertions can be obtained by the first two.

Consider an arbitrary $\varphi \in \mathcal{R}(A, B)$. According to Lemma 4.1(b), $\varphi$ satisfies condition ( $f s-3$ ) if and only if $\varphi^{-1} \leqslant \tau^{B} \leftarrow \tau^{A}=\left(\tau^{A} \rightarrow \tau^{B}\right)^{-1}$, which is equivalent to $\varphi \leqslant \tau^{A} \rightarrow \tau^{B}=\psi^{f s}$. Therefore, $\varphi$ satisfies $\left(f_{s}-3\right)$ if and only if $\varphi \leqslant \psi^{f s}$.

On the other hand, $\varphi$ satisfies ( $f s-2$ ) if and only if

$$
\varphi^{-1}(b, a) \otimes \delta_{x}^{A}\left(a, a^{\prime}\right) \leqslant\left(\delta_{x}^{B} \circ \varphi^{-1}\right)\left(b, a^{\prime}\right)
$$

for all $a, a^{\prime} \in A, b \in B$ and $x \in X$. According to the adjunction property, this is equivalent to

$$
\varphi^{-1}(b, a) \leqslant \bigwedge_{a^{\prime} \in A}\left[\delta_{x}^{A}\left(a, a^{\prime}\right) \rightarrow\left(\delta_{x}^{B} \circ \varphi^{-1}\left(b, a^{\prime}\right)\right)\right]=\left(\left(\delta_{x}^{B} \circ \varphi^{-1}\right) \backslash \delta_{x}^{A}\right)(b, a)
$$

for all $a \in A, b \in B$ and $x \in X$, which is further equivalent to

$$
\varphi(a, b) \leqslant \bigwedge_{x \in X}\left[\left(\delta_{x}^{B} \circ \varphi^{-1}\right) \backslash \delta_{x}^{A}\right]^{-1}(a, b)=\left(\phi^{f_{s}}(\varphi)\right)(a, b)
$$

for all $a \in A$ and $b \in B$. Therefore, $\varphi$ satisfies $(f s-2)$ if and only if $\varphi \leqslant \phi^{f s}(\varphi)$.
Now we conclude that a fuzzy relation $\varphi \in \mathcal{R}(A, B)$ satisfies ( $f s-2$ ) and ( $f s-3$ ) if and only if it satisfies (42) (for $w=f s$ ), which was to be proved.

## 5. Computation of the greatest simulations and bisimulations

We will provide a method for computing the greatest simulations and bisimulations between fuzzy automata adapting the method developed in [33] for computing the greatest post-fixed points of an isotone function on the lattice of fuzzy relations on a single set.

Let $A$ and $B$ be non-empty sets and let $\phi: \mathcal{R}(A, B) \rightarrow \mathcal{R}(A, B)$ be an isotone function, i.e., let $\alpha \leqslant \beta$ implies $\phi(\alpha) \leqslant \phi(\beta)$, for all $\alpha, \beta \in \mathcal{R}(A, B)$. A fuzzy relation $\alpha \in \mathcal{R}(A, B)$ is called a post-fixed point of $\phi$ if $\alpha \leqslant \phi(\alpha)$. The well-known Knaster-Tarski fixed point theorem (stated and proved in a more general context, for complete lattices) asserts that the set of all post-fixed points of $\phi$ form a complete lattice (cf. [57]). Moreover, for any fuzzy relation $\psi \in \mathcal{R}(A, B)$ we have that the set of all post-fixed points of $\phi$ contained in $\psi$ is also a complete lattice. According to Theorem4.3, our main task is to find an effective procedure for computing the greatest post-fixed point of the function $\phi^{w}$ contained in the fuzzy relation $\psi^{w}$, for each $w \in\{f s, b s, f b, b b, f b f, b f b\}$.

It should be noted that the set of all post-fixed points of an isotone function on a complete lattice is always non-empty, because it contains the least element of this complete lattice. However, this set may consist only of that single element. In our case, when we are working with a lattice of fuzzy relations, the empty relation may be the only post-fixed point, whereas we have defined simulations and bisimulations to be non-empty fuzzy relations. This requirement is necessary because the empty relation can not satisfy the condition ( $w-1$ ), unless the fuzzy set of initial states or the fuzzy set of terminal states is also empty. Therefore, our task is actually to find an effective procedure for deciding whether there is a non-empty post-fixed point of $\phi^{w}$ contained in $\psi^{w}$, and if it exists, then find the greatest one.

Let $\phi: \mathcal{R}(A, B) \rightarrow \mathcal{R}(A, B)$ be an isotone function and $\psi \in \mathcal{R}(A, B)$. We define a sequence $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ of fuzzy relations from $\mathcal{R}(A, B)$ by

$$
\begin{equation*}
\varphi_{1}=\psi, \quad \varphi_{k+1}=\varphi_{k} \wedge \phi\left(\varphi_{k}\right), \quad \text { for each } k \in \mathbb{N} \tag{43}
\end{equation*}
$$

The sequence $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ is obviously descending. If we denote by $\hat{\varphi}$ the greatest post-fixed point of $\phi$ contained in $\psi$, we can easily verify that

$$
\begin{equation*}
\hat{\varphi} \leqslant \bigwedge_{k \in \mathbb{N}} \varphi_{k} \tag{44}
\end{equation*}
$$

Now two very important questions arise. First, under what conditions the equality holds in (44)? Even more important question is: under what conditions the sequence $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ is finite? If this sequence is finite, then it is not hard to show that there exists $k \in \mathbb{N}$ such that $\varphi_{k}=\varphi_{m}$, for every $m \geqslant k$, i.e., there exists $k \in \mathbb{N}$ such that the sequence stabilizes on $\varphi_{k}$. We can recognize that the sequence has stabilized when we find the smallest $k \in \mathbb{N}$ such that $\varphi_{k}=\varphi_{k+1}$. In this case $\hat{\varphi}=\varphi_{k}$, and we have an algorithm which computes $\hat{\varphi}$ in a finite number of steps.

Some conditions under which equality holds in (44) or the sequence is finite were found in [33], for fuzzy relations on a single set. It is easy to show that the same results are also valid for fuzzy relations between two sets. In the sequel we present these results.

First we note that a sequence $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ of fuzzy relations from $\mathcal{R}(A, B)$ is finite if and only it it imagefinite, which means that the set $\bigcup_{k \in \mathbb{N}} \operatorname{Im}\left(\varphi_{k}\right)$ is finite. Next, the function $\phi: \mathcal{R}(A, B) \rightarrow \mathcal{R}(A, B)$ is called image-localized if there exists a finite $K \subseteq L$ such that for each fuzzy relation $\varphi \in \mathcal{R}(A, B)$ we have

$$
\begin{equation*}
\operatorname{Im}(\phi(\varphi)) \subseteq\langle K \cup \operatorname{Im}(\varphi)\rangle \tag{45}
\end{equation*}
$$

where $\langle K \cup \operatorname{Im}(\varphi)\rangle$ denotes the subalgebra of $\mathcal{L}$ generated by the set $K \cup \operatorname{Im}(\varphi)$. Such $K$ will be called a localization set of the function $\phi$.

Theorem analogous to the following theorem was proved in [33] for fuzzy relations on a single set, but its proof can be easily transformed into the proof of the corresponding theorem concerning fuzzy relations between two sets.

Theorem 5.1. Let the function $\phi$ be image-localized, let $K$ be its localization set, let $\psi \in \mathcal{R}(A, B)$, and let $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ be a sequence of fuzzy relations in $\mathcal{R}(A, B)$ defined by (43). Then

$$
\begin{equation*}
\bigcup_{k \in \mathbb{N}} \operatorname{Im}\left(\varphi_{k}\right) \subseteq\langle K \cup \operatorname{Im}(\psi)\rangle \tag{46}
\end{equation*}
$$

If, moreover, $\langle K \cup \operatorname{Im}(\psi)\rangle$ is a finite subalgebra of $\mathcal{L}$, then the sequence $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ is finite.

Going back now to the functions $\phi^{w}$, for $w \in\{f s, b s, f b, b b, f b b, b f b\}$, we prove the following.
Theorem 5.2. Let $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$ be arbitrary automata.
For any $w \in\{f s, b s, f b, b b, f b b, b f b\}$ the function $\phi^{w}$ is isotone and image-localized.
Proof. We will prove only the case $w=f s$. The assertion concerning the case $w=b$ sollows by the duality, and according to equations (32)-(35) and (38)-(41), all other assertions can be derived from the first two.

Let $\varphi_{1}, \varphi_{2} \in \mathcal{R}(A, B)$ be fuzzy relations such that $\varphi_{1} \leqslant \varphi_{2}$, and consider the following systems of fuzzy relation inequalities:

$$
\begin{array}{ll}
\chi^{-1} \circ \delta_{x}^{A} \leqslant \delta_{x}^{B} \circ \varphi_{1}^{-1}, & x \in X ; \\
\chi^{-1} \circ \delta_{x}^{A} \leqslant \delta_{x}^{B} \circ \varphi_{2}^{-1}, & x \in X . \tag{48}
\end{array}
$$

where $\chi \in \mathcal{R}(A, B)$ is an unknown fuzzy relation. Using Lemma4.2(b) and the definition of an inverse relation, it can be easily shown that the set of all solutions to system (47) (resp. (48)) form a principal ideal of $\mathcal{R}(A, B)$ generated by $\phi^{f s}\left(\varphi_{1}\right)$ (resp. $\phi^{f s}\left(\varphi_{2}\right)$ ). Since for each $x \in X$ we have that $\delta_{x}^{B} \circ \varphi_{1}^{-1} \leqslant \delta_{x}^{B} \circ \varphi_{2}^{-1}$, we conclude that every solution to (47) is a solution to (48). Consequently, $\phi^{f s}\left(\varphi_{1}\right)$ is a solution to (48), so $\phi^{f_{s}}\left(\varphi_{1}\right) \leqslant \phi^{f s}\left(\varphi_{2}\right)$. Therefore, we have proved that $\phi^{f s}$ is an isotone function.

Next, let $K=\bigcup_{x \in X}\left(\operatorname{Im}\left(\delta_{x}^{A}\right) \cup \operatorname{Im}\left(\delta_{x}^{B}\right)\right)$ and let $\varphi \in \mathcal{R}(A, B)$ be an arbitrary fuzzy relation. It is evident that $\operatorname{Im}\left(\phi^{f s}(\varphi)\right) \subseteq\langle K \bigcup \operatorname{Im}(\varphi)\rangle$, and since the input alphabet $X$ is finite, then $K$ is also finite. This confirms that the function $\phi^{f s}$ is image-localized.

Now we are ready to prove the main result of this paper, which provides algorithms for deciding whether there is a simulation or bisimulation of a given type between fuzzy automata, and for computing the greatest simulations and bisimulations, when they exist.

Theorem 5.3. Let $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$ be fuzzy automata, let $w \in\{f s, b s, f b, b b, f b b, b f b\}$, and let a sequence $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ of fuzzy relations from $\mathcal{R}(A, B)$ be defined by

$$
\begin{equation*}
\varphi_{1}=\psi^{w}, \quad \varphi_{k+1}=\varphi_{k} \wedge \phi^{w}\left(\varphi_{k}\right), \text { for each } k \in \mathbb{N} \tag{49}
\end{equation*}
$$

If $\left\langle\operatorname{Im}\left(\psi^{w}\right) \cup \bigcup_{x \in X}\left(\operatorname{Im}\left(\delta_{x}^{A}\right) \cup \operatorname{Im}\left(\delta_{x}^{B}\right)\right)\right\rangle$ is a finite subalgebra of $\mathcal{L}$, then the following is true:
(a) the sequence $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ is finite and descending, and there is the least natural number $k$ such that $\varphi_{k}=\varphi_{k+1}$;
(b) $\varphi_{k}$ is the greatest fuzzy relation in $\mathcal{R}(A, B)$ which satisfies $(w-2)$ and ( $w-3$ );
(c) if $\varphi_{k}$ satisfies ( $w-1$ ), then it is the greatest fuzzy relation in $\mathcal{R}(A, B)$ which satisfies $(w-1)$, (w-2) and (w-3);
(d) if $\varphi_{k}$ does not satisfy $(w-1)$, then there is no any fuzzy relation in $\mathcal{R}(A, B)$ which satisfies $(w-1),(w-2)$ and $(w-3)$.

Proof. We will prove only the case $w=f$ s. All other cases can be proved in a similar manner.
So, let $\left\langle\operatorname{Im}\left(\psi^{f s}\right) \cup \bigcup_{x \in X}\left(\operatorname{Im}\left(\delta_{x}^{A}\right) \cup \operatorname{Im}\left(\delta_{x}^{A}\right)\right)\right\rangle$ be a finite subalgebra of $\mathcal{L}$.
(a) According to Theorems 5.2 and 5.1, the sequence $\left\{\varphi_{k}\right\}_{k \in N}$ is finite and descending, so there are $k, m \in \mathbb{N}$ such that $\varphi_{k}=\varphi_{k+m}$, whence $\varphi_{k+1} \leqslant \varphi_{k}=\varphi_{k+m} \leqslant \varphi_{k+1}$. Thus, there is $k \in \mathbb{N}$ such that $\varphi_{k}=\varphi_{k+1}$, and consequently, there is the least natural number having this property.
(b) By $\varphi_{k}=\varphi_{k+1}=\varphi_{k} \wedge \phi^{f s}\left(\varphi_{k}\right)$ we obtain that $\varphi_{k} \leqslant \phi^{f s}\left(\varphi_{k}\right)$, and also, $\varphi_{k} \leqslant \varphi_{1}=\psi^{f s}$. Therefore, by Theorem4.3 it follows that $\varphi_{k}$ satisfies $(f s-2)$ and ( $f s-3$ ).

Let $\varphi \in \mathcal{R}(A, B)$ be an arbitrary fuzzy relation which satisfies $(f s-2)$ and $(f s-3)$. As we have already noted, $\varphi$ satisfies $(f s-3)$ if and only if $\varphi_{s} \leqslant \psi^{f s}=\varphi_{1}$. Next, suppose that $\varphi \leqslant \varphi_{n}$, for some $n \in \mathbb{N}$. Then for every $x \in X$ we have that $\varphi^{-1} \circ \delta_{x}^{A} \leqslant \delta_{x}^{B} \circ \varphi^{-1} \leqslant \delta_{x}^{B} \circ \varphi_{n}^{-1}$, and according to Lemma 4.2 (b), $\varphi^{-1} \leqslant\left(\delta_{x}^{B} \circ \varphi_{n}^{-1}\right) \backslash \delta_{x}^{A}$, i.e., $\varphi \leqslant\left[\left(\delta_{x}^{B} \circ \varphi_{n}^{-1}\right) \backslash \delta_{x}^{A}\right]^{-1}=\phi^{f s}\left(\varphi_{n}\right)$. Therefore, $\varphi \leqslant \varphi_{n} \wedge \phi^{f s}\left(\varphi_{n}\right)=\varphi_{n+1}$. Now, by induction we obtain that $\varphi \leqslant \varphi_{n}$, for every $n \in \mathbb{N}$, and hence, $\varphi \leqslant \varphi_{k}$. This means that $\varphi_{k}$ is the greatest fuzzy relation in $\mathcal{R}(A, B)$ satisfying ( $f s-2$ ) and ( $f s-3$ ).
(c) This follows immediately from (b).
(d) Suppose that $\varphi_{k}$ does not satisfy $(f s-1)$. Let $\varphi \in \mathcal{R}(A, B)$ be an arbitrary fuzzy relation which satisfies $(f s-1),(f s-2)$ and $(f s-3)$. According to (b) of this theorem, $\varphi \leqslant \varphi_{k}$, so we have that $\sigma^{A} \leqslant \sigma^{B} \circ \varphi^{-1} \leqslant \sigma^{B} \circ \varphi_{k}^{-1}$. But, this contradicts our starting assumption that $\varphi_{k}$ does not satisfy $(f s-1)$. Hence, we conclude that there is no any fuzzy relation in $\mathcal{R}(A, B)$ which satisfies $\left(f_{s}-1\right),\left(f_{s}-2\right)$ and $(f s-3)$.

Next, we will consider the case when $\mathcal{L}=(L, \wedge, \vee, \otimes, \rightarrow, 0,1)$ is a complete residuated lattice satisfying the following conditions:

$$
\begin{align*}
& x \vee\left(\bigwedge_{i \in I} y_{i}\right)=\bigwedge_{i \in I}\left(x \vee y_{i}\right),  \tag{50}\\
& x \otimes\left(\bigwedge_{i \in I} y_{i}\right)=\bigwedge_{i \in I}\left(x \otimes y_{i}\right), \tag{51}
\end{align*}
$$

for all $x \in L$ and $\left\{y_{i}\right\}_{i \in I} \subseteq L$. Let us note that if $\mathcal{L}=([0,1], \wedge, \vee, \otimes, \rightarrow, 0,1)$, where $[0,1]$ is the real unit interval and $\otimes$ is a left-continuous t-norm on $[0,1]$, then (50) follows immediately by linearity of $\mathcal{L}$, and $\mathcal{L}$ satisfies (51) if and only if $\otimes$ is a continuous t-norm, i.e., if and only if $\mathcal{L}$ is a $B L$-algebra (cf. [6, 7]). Therefore, conditions (50) and (51) hold for every BL-algebra on the real unit interval. In particular, the Łukasiewicz, Goguen (product) and Gödel structures fulfill (50) and (51).

Under these conditions we have the following.
Theorem 5.4. Let $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$ be fuzzy automata, let $w \in\{f s, b s, f b, b b, f b b, b f b\}$, let $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ be a sequence of fuzzy relations from $\mathcal{R}(A, B)$ defined by (49), and let

$$
\begin{equation*}
\varphi=\bigwedge_{k \in \mathbb{N}} \varphi_{k} . \tag{52}
\end{equation*}
$$

If $\mathcal{L}$ is a complete residuated lattice satisfying (50) and (51), then the following is true:
(a) $\varphi$ is the greatest fuzzy relation in $\mathcal{R}(A, B)$ which satisfies ( $w-2$ ) and ( $w-3$ );
(b) if $\varphi$ satisfies $(w-1)$, then it is the greatest fuzzy relation in $\mathcal{R}(A, B)$ which satisfies $(w-1),(w-2)$ and $(w-3)$;
(c) if $\varphi$ does not satisfy $(w-1)$, then there is no any fuzzy relation in $\mathcal{R}(A, B)$ which satisfies $(w-1),(w-2)$ and $(w-3)$.

Proof. We will prove only the case $w=f s$. All other cases can be proved similarly.
So, let $\mathcal{L}$ be a complete residuated lattice satisfying (50) and (51). First, notice that it has been shown in [17] that if (50) holds, then for all descending sequences $\left\{x_{k}\right\}_{k \in \mathbb{N}},\left\{y_{k}\right\}_{k \in \mathbb{N}} \subseteq L$ we have

$$
\begin{equation*}
\bigwedge_{k \in \mathbb{N}}\left(x_{k} \vee y_{k}\right)=\left(\bigwedge_{k \in \mathbb{N}} x_{k}\right) \vee\left(\bigwedge_{k \in \mathbb{N}} y_{k}\right) \tag{53}
\end{equation*}
$$

(a) For arbitrary $x \in X, a \in A$ and $b \in B$ we have that

$$
\begin{align*}
&\left(\bigwedge_{k \in \mathbb{N}}\left(\delta_{x}^{B} \circ \varphi_{k}^{-1}\right)\right)(b, a)=\bigwedge_{k \in \mathbb{N}}\left(\delta_{x}^{B} \circ \varphi_{k}^{-1}\right)(b, a)=\bigwedge_{k \in \mathbb{N}}\left(\bigvee_{b^{\prime} \in B} \delta_{x}^{B}\left(b, b^{\prime}\right) \otimes \varphi_{k}^{-1}\left(b^{\prime}, a\right)\right) \\
&=\bigvee_{b^{\prime} \in B}\left(\bigwedge_{k \in \mathbb{N}} \delta_{x}^{B}\left(b, b^{\prime}\right) \otimes \varphi_{k}^{-1}\left(b^{\prime}, a\right)\right)  \tag{53}\\
&=\bigvee_{b^{\prime} \in B}\left(\delta_{x}^{B}\left(b, b^{\prime}\right) \otimes\left(\bigwedge_{k \in \mathbb{N}} \varphi_{k}^{-1}\left(b^{\prime}, a\right)\right)\right)  \tag{51}\\
&=\bigvee_{b^{\prime} \in B}\left(\delta_{x}^{B}\left(b, b^{\prime}\right) \otimes \varphi^{-1}\left(b^{\prime}, a\right)\right)=\left(\delta_{x}^{B} \circ \varphi^{-1}\right)(b, a), \\
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\end{align*}
$$

which means that

$$
\bigwedge_{k \in \mathbb{N}} \delta_{x}^{B} \circ \varphi_{k}^{-1}=\delta_{x}^{B} \circ \varphi^{-1}
$$

for every $x \in X$. The use of condition (53) is justified by the facts that $B$ is finite, and that $\left\{\varphi_{k}^{-1}\left(b^{\prime}, a\right)\right\}_{k \in \mathbb{N}}$ is a descending sequence, so $\left\{\delta_{x}^{B}\left(b, b^{\prime}\right) \otimes \varphi_{k}^{-1}\left(b^{\prime}, a\right)\right\}_{k \in \mathbb{N}}$ is also a descending sequence.

Now, for all $x \in X$ and $k \in \mathbb{N}$ we have that

$$
\varphi \leqslant \varphi_{k+1} \leqslant \phi^{f_{s}}\left(\varphi_{k}\right)=\left[\left(\delta_{x}^{B} \circ \varphi_{k}^{-1}\right) \backslash \delta_{x}^{A}\right]^{-1},
$$

which is equivalent to

$$
\varphi^{-1} \circ \delta_{x}^{A} \leqslant \delta_{x}^{B} \circ \varphi_{k}^{-1}
$$

As the last inequality holds for every $k \in \mathbb{N}$, we have that

$$
\varphi^{-1} \circ \delta_{x}^{A} \leqslant \bigwedge_{k \in \mathbb{N}} \delta_{x}^{B} \circ \varphi_{k}^{-1}=\delta_{x}^{B} \circ \varphi^{-1},
$$

for every $x \in X$. Therefore, $\varphi$ satisfies ( $f s-2$ ). Moreover, $\varphi \leqslant \varphi_{1}=\psi^{f s}$, so $\varphi$ also satisfies $(f s-3)$.
Next, let $\alpha \in \mathcal{R}(A, B)$ be an arbitrary fuzzy relation satisfying ( $f s-2$ ) and ( $f s-3$ ). According to Theorem4.3, $\alpha \leqslant \phi^{f_{s}}(\alpha)$ and $\alpha \leqslant \psi^{f s}=\varphi_{1}$. By induction we can easily prove that $\alpha \leqslant \varphi_{k}$ for every $k \in \mathbb{N}$, and therefore, $\alpha \leqslant \varphi$. This means that $\varphi$ is the greatest fuzzy relation in $\mathcal{R}(A, B)$ which satisfies ( $f s-2$ ) and ( $f s-3$ ).

The assertion (b) follows immediately from (a), whereas the assertion (c) can be proved in the same way as the assertion (d) of Theorem 5.3.

In some situations we do not need simulations and bisimulations that are fuzzy relations, but those that are ordinary crisp relations. Moreover, in cases where our algorithms for computing the greatest simulations and bisimulations fail to terminate in a finite number of steps, we can search for the greatest crisp simulations and bisimulations. They can be understood as a kind of "approximations" of the greatest fuzzy simulations and bisimulations. Here we show that the above given algorithms for computing the greatest fuzzy simulations and bisimulations can be modified to compute the greatest crisp simulations and bisimulations. The new algorithms terminate in a finite number of steps, independently of the properties of the underlying structure of truth values. In the next section we will give an example which shows that the greatest crisp simulations and bisimulations can not be obtained simply by taking the crisp parts of the greatest fuzzy simulations and bisimulations. In fact, our example shows that there may be a fuzzy simulation/bisimulation of a given type between two fuzzy automata, but there is not any crisp simulation/bisimulation of this type between them.

Let $A$ and $B$ be non-empty finite sets, and let $\mathcal{R}^{c}(A, B)$ denote the set of all crisp relations from $\mathcal{R}(A, B)$. It is not hard to verify that $\mathcal{R}^{c}(A, B)$ is a complete sublattice of $\mathcal{R}(A, B)$, i.e., the meet and the join in $\mathcal{R}(A, B)$ of an arbitrary family of crisp relations from $\mathcal{R}^{c}(A, B)$ are also crisp relations (in fact, they coincide with the ordinary intersection and union of crisp relations). Moreover, for each fuzzy relation $\varphi \in \mathcal{R}(A, B)$ we have that $\varphi^{c} \in \mathcal{R}^{c}(A, B)$, where $\varphi^{c}$ denotes the crisp part of a fuzzy relation $\varphi$ (in some sources called the kernel of $\varphi$ ), i.e., a function $\varphi^{c}: A \times B \rightarrow\{0,1\}$ defined by $\varphi^{c}(a, b)=1$, if $\varphi(a, b)=1$, and $\varphi^{c}(a, b)=0$, if $\varphi(a, b)<1$, for arbitrary $a \in A$ and $b \in B$. Equivalently, $\varphi^{c}$ is considered as an ordinary crisp relation between $A$ and $B$ given by $\varphi^{c}=\{(a, b) \in A \times B \mid \varphi(a, b)=1\}$.

For each function $\phi: \mathcal{R}(A, B) \rightarrow \mathcal{R}(A, B)$ we define a function $\phi^{c}: \mathcal{R}^{c}(A, B) \rightarrow \mathcal{R}^{c}(A, B)$ by

$$
\phi^{c}(\varphi)=(\phi(\varphi))^{c}, \text { for any } \varphi \in \mathcal{R}^{c}(A, B) .
$$

If $\phi$ is isotone, then it can be easily shown that $\phi^{\mathrm{c}}$ is also an isotone function.
We have that the following is true.

Proposition 5.5. Let $A$ and $B$ be non-empty finite sets, let $\phi: \mathcal{R}(A, B) \rightarrow \mathcal{R}(A, B)$ be an isotone function and let $\psi \in \mathcal{R}(A, B)$ be a given fuzzy relation. A crisp relation $\varrho \in \mathcal{R}^{c}(A, B)$ is the greatest crisp solution in $\mathcal{R}(A, B)$ to the system

$$
\begin{equation*}
\chi \leqslant \phi(\chi), \quad \chi \leqslant \psi \tag{54}
\end{equation*}
$$

if and only if it is the greatest solution in $\mathcal{R}^{c}(A, B)$ to the system

$$
\begin{equation*}
\xi \leqslant \phi^{c}(\xi), \quad \xi \leqslant \psi^{c} \tag{55}
\end{equation*}
$$

where $\chi$ is an unknown fuzzy relation and $\xi$ is an unknown crisp relation.
Furthermore, a sequence $\left\{\varrho_{k}\right\}_{k \in \mathbb{N}} \subseteq \mathcal{R}(A, B)$ defined by

$$
\begin{equation*}
\varrho_{1}=\psi^{c}, \varrho_{k+1}=\varrho_{k} \wedge \phi^{c}\left(\varrho_{k}\right), \text { for every } k \in \mathbb{N} \tag{56}
\end{equation*}
$$

is a finite descending sequence of crisp relations, and the least member of this sequence is the greatest solution to the system (55) in $\mathcal{R}^{c}(A, B)$.
Proof. The proof of this proposition can be obtained simply by translating the proof of Theorem 5.8. [33] to the case of relations between the two sets.

Taking $\phi$ to be any of the functions $\phi^{w}$, for $w \in\{f s, b s, f b, b b, f b b, b f b\}$, Proposition 5.5 gives algorithms for deciding whether there is a crisp simulation or bisimulation of a given type between fuzzy automata, and for computing the greatest crisp simulations and bisimulations, when they exist. As we have seen in Proposition 5.5, these algorithms always terminate in a finite number of steps, independently of the properties of the underlying structure of truth values. However, as we have already mentioned, in the next section we will give an example which shows that there may be a fuzzy simulation/bisimulation of a given type between two fuzzy automata, and there is not any crisp simulation/bisimulation of this type between them.

It is worth noting that functions $\left(\phi^{w}\right)^{c}$, for all $w \in\{f s, b s, f b, b b, f b b, b f b\}$, can be characterized as follows:

$$
\begin{aligned}
& (a, b) \in\left(\phi^{f s}\right)^{c}(\varrho) \Leftrightarrow(\forall x \in X)\left(\forall a^{\prime} \in A\right) \delta_{x}^{A}\left(a, a^{\prime}\right) \leqslant\left(\delta_{x}^{B} \circ \varrho^{-1}\right)\left(b, a^{\prime}\right) \\
& (a, b) \in\left(\phi^{b s}\right)^{c}(\varrho) \Leftrightarrow(\forall x \in X)\left(\forall a^{\prime} \in A\right) \delta_{x}^{A}\left(a^{\prime}, a\right) \leqslant\left(\varrho \circ \delta_{x}^{B}\right)\left(a^{\prime}, b\right), \\
& \left(\phi^{f b}\right)^{c}(\varrho)=\left(\phi^{f s}\right)^{c}(\varrho) \wedge\left[\left(\phi^{f s}\right)^{c}\left(\varrho^{-1}\right)\right]^{-1},\left(\phi^{b b}\right)^{c}(\varrho)=\left(\phi^{b s}\right)^{c}(\varrho) \wedge\left[\left(\phi^{b s}\right)^{c}\left(\varrho^{-1}\right)\right]^{-1}, \\
& \left(\phi^{f b b}\right)^{c}(\varrho)=\left(\phi^{f s}\right)^{c}(\varrho) \wedge\left[\left(\phi^{b s}\right)^{c}\left(\varrho^{-1}\right)\right]^{-1}, \quad\left(\phi^{b f b}\right)^{c}(\varrho)=\left(\phi^{b s}\right)^{c}(\varrho) \wedge\left[\left(\phi^{f s}\right)^{c}\left(\varrho^{-1}\right)\right]^{-1},
\end{aligned}
$$

for all $\varrho \in \mathcal{R}^{c}(A, B), a \in A$ and $b \in B$.

## 6. Computational examples

In this section we give examples which demonstrate the application of our algorithms and clarify relationships between different types of simulations and bisimulations.

The first example demonstrates the case when there are all types of simulations and bisimulations, but there is not any crisp bisimulation between two given automata.

Example 6.1. Let $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$ be automata over the Gödel structure and an alphabet $X=\{x, y\}$, with $|A|=3,|B|=2$, and fuzzy transition relations and fuzzy sets of initial and terminal states which are represented by the following fuzzy matrices and vectors:

$$
\begin{array}{lll}
\sigma^{A}=\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right], & \delta_{x}^{A}=\left[\begin{array}{ccc}
1 & 0.3 & 0.4 \\
0.5 & 1 & 0.3 \\
0.4 & 0.6 & 0.7
\end{array}\right], & \delta_{y}^{A}=\left[\begin{array}{ccc}
0.5 & 0.6 & 0.2 \\
0.3 & 0.3 & 0.4 \\
0.7 & 0.7 & 1
\end{array}\right],
\end{array} \begin{array}{ll}
\tau^{A}=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right], \\
\sigma^{B}=\left[\begin{array}{ll}
1 & 1
\end{array}\right], & \delta_{x}^{B}=\left[\begin{array}{cc}
1 & 0.6 \\
0.6 & 0.7
\end{array}\right], \tag{58}
\end{array}
$$

Using algorithms based on Theorem 5.3 we obtain that there are all types of simulations and bisimulations between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$, and the greatest simulations and bisimulations are given by matrices

$$
\varphi^{f s}=\left[\begin{array}{cc}
1 & 0.7 \\
1 & 0.7 \\
0.6 & 1
\end{array}\right], \varphi^{b s}=\left[\begin{array}{cc}
1 & 0.7 \\
1 & 0.7 \\
0.7 & 1
\end{array}\right], \varphi^{f b}=\left[\begin{array}{cc}
1 & 0.6 \\
1 & 0.6 \\
0.6 & 1
\end{array}\right], \varphi^{b b}=\left[\begin{array}{cc}
1 & 0.7 \\
1 & 0.7 \\
0.7 & 1
\end{array}\right], \varphi^{f b b}=\left[\begin{array}{cc}
1 & 0.7 \\
1 & 0.7 \\
0.6 & 1
\end{array}\right], \varphi^{b f b}=\left[\begin{array}{cc}
1 & 0.6 \\
1 & 0.6 \\
0.7 & 1
\end{array}\right] .
$$

On the other hand, using the version of the algorithms for crisp simulations and bisimulations, we obtain that there is not any crisp bisimulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$.

The second example demonstrates the case when there are is a forward bisimulation, but there is not any other type of bisimulations between two given automata.

Example 6.2. Let us change $\sigma^{A}$ in (57) and $\sigma^{B}$ in (58) to

$$
\sigma^{A}=\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right], \quad \sigma^{B}=\left[\begin{array}{ll}
1 & 0.5
\end{array}\right]
$$

Then the greatest forward bisimulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ is given by

$$
\varphi^{f b}=\left[\begin{array}{cc}
1 & 0.6 \\
1 & 0.6 \\
0.6 & 1
\end{array}\right],
$$

but there is not any other type of bisimulations between $\mathcal{A}$ and $\mathcal{B}$.
Due to the duality between forward and backward bisimulations, it is possible to construct automata between which there is a backward bisimulation, but there is not any other type of bisimulations.

We can also give an example which demonstrates the case when there are is a backward-forward bisimulation, but there is not any other type of bisimulations between two given automata.

Example 6.3. Let us change $\sigma^{A}$ in (57) and $\sigma^{B}$ in (58) to

$$
\sigma^{A}=\left[\begin{array}{lll}
0 & 0 & 1
\end{array}\right], \quad \sigma^{B}=\left[\begin{array}{ll}
0.7 & 1
\end{array}\right] .
$$

Then the greatest backward-forward bisimulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$ is given by

$$
\varphi^{b f b}=\left[\begin{array}{cc}
1 & 0.6 \\
1 & 0.6 \\
0.7 & 1
\end{array}\right]
$$

but there is not any other type of bisimulations between $\mathcal{A}$ and $\mathcal{B}$.
Due to the duality between backward-forward and forward-backward bisimulations, it is possible to construct automata between which there is a backward bisimulation, but there is not any other type of bisimulations.

Next, we give an example which demonstrates the case when there is not any type of simulations and bisimulations between two given automata.

Example 6.4. Let us change $\sigma^{A}$ in (57) and $\sigma^{B}$ in (58) to

$$
\sigma^{A}=\left[\begin{array}{lll}
1 & 0 & 0
\end{array}\right], \quad \sigma^{B}=\left[\begin{array}{ll}
0.5 & 1
\end{array}\right] .
$$

Then there is not any type of simulations and bisimulations between $\mathcal{A}$ and $\mathcal{B}$.
The following example considers the case (over the product structure) when the sequence of fuzzy relations defined by (49) is infinite, and its intersection is the greatest forward bisimulation between the given fuzzy automata.

Example 6.5. Let $\mathcal{A}=\left(A, \delta^{A}, \sigma^{A}, \tau^{A}\right)$ and $\mathcal{B}=\left(B, \delta^{B}, \sigma^{B}, \tau^{B}\right)$ be automata over the Goguen (product) structure and an alphabet $X=\{x\}$, with $|A|=3,|B|=2$, and fuzzy transition relations and fuzzy sets of initial and terminal states which are represented by the following fuzzy matrices and vectors:

$$
\sigma^{A}=\left[\begin{array}{lll}
1 & 1 & 1
\end{array}\right], \quad \delta_{x}^{A}=\left[\begin{array}{ccc}
1 & 1 & 0 \\
1 & 1 & 0 \\
0 & 0 & \frac{1}{2}
\end{array}\right], \quad \tau^{A}=\left[\begin{array}{l}
1 \\
1 \\
1
\end{array}\right], \quad \sigma^{B}=\left[\begin{array}{ll}
1 & 1
\end{array}\right], \quad \delta_{x}^{B}=\left[\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{2}
\end{array}\right], \quad \tau^{B}=\left[\begin{array}{l}
1 \\
1
\end{array}\right] .
$$

Computing the sequence $\left\{\varphi_{k}\right\}_{k \in \mathbb{N}}$ for forward bisimulations by the formula (49) ( $w=f b$ ) we obtain that

$$
\varphi_{k}=\left[\begin{array}{cc}
1 & \frac{1}{2^{k-1}} \\
1 & \frac{1}{2^{k^{-1}}} \\
\frac{1}{2^{k-1}} & 1
\end{array}\right], \text { for each } k \in \mathbb{N}, \quad \varphi=\bigwedge_{k \in \mathbb{N}} \varphi_{k}=\left[\begin{array}{ll}
1 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right] .
$$

According to Theorem5.4, $\varphi$ is the greatest forward bisimulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$.
The last example shows that the finiteness of the subalgebra $\left\langle\operatorname{Im}\left(\psi^{w}\right) \cup \bigcup_{x \in X}\left(\operatorname{Im}\left(\delta_{x}^{A}\right) \cup \operatorname{Im}\left(\delta_{x}^{B}\right)\right)\right\rangle$ of $\mathcal{L}$, which appears as an assumption in Theorem [5.3, is sufficient for the finiteness of the sequence defined by (49), but it is not necessary.

Example 6.6. Let us change $\sigma^{A}, \sigma^{B}, \tau^{A}$ and $\tau^{B}$ in the previous example to

$$
\sigma^{A}=\left[\begin{array}{lll}
1 & 1 & 0
\end{array}\right], \quad \sigma^{B}=\left[\begin{array}{ll}
1 & 0
\end{array}\right], \quad \tau^{A}=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right], \quad \tau^{B}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

Computing the fuzzy relations $\varphi_{k}, k \in \mathbb{N}$, using the formula (49), we obtain that

$$
\varphi_{1}=\varphi_{2}=\left[\begin{array}{ll}
1 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right]
$$

and it is the greatest greatest forward bisimulation between fuzzy automata $\mathcal{A}$ and $\mathcal{B}$.
On the other hand, we have that the subalgebra $\left\langle\operatorname{Im}\left(\psi^{w}\right) \cup \operatorname{Im}\left(\delta_{x}^{A}\right) \cup \operatorname{Im}\left(\delta_{x}^{B}\right)\right\rangle$ of $\mathcal{L}$ is not finite, since it contains $\frac{1}{2^{k}}$, for every $k \in \mathbb{N}$.

## 7. Concluding remarks

Simulations and bisimulations between fuzzy automata have been introduced and studied recently in [15]. They have been defined as solutions of particular systems of fuzzy relation inequalities. Using the method for computing the greatest solutiuons of similar systems of fuzzy relation inequalities developed in [33], in the present paper we provide efficient algorithms for deciding whether there is a simulation or bisimulation of a given type between given fuzzy automata, and for computing the greatest simulation/bisimulation of this type, if it exists.

Related systems of fuzzy relation inequalities will be discussed in the general context in our further research.
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